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The dynamic behaviour of crystals in convecting fluids determines how magma bodies solidify. In 
particular, it is often important to estimate how long crystals stay in suspension in the host liquid before 
being deposited at its bottom (or top, for light crystals and bubbles of volatiles). We perform a systematic 
3D numerical study of particle-laden Rayleigh-Bénard convection, and derive a robust model for the 
particle residence time. For Rayleigh numbers higher than 107, inertial particles’ trajectories exhibit a 
monotonic transition from fluid tracer-like to free-fall dynamics, the control parameter being the ratio 
between particle Stokes velocity and the mean amplitude of the fluid velocity. The average settling rate 
is proportional to the particle Stokes velocity in both the end-member regimes, but the distribution 
of residence times differs markedly from one to the other. For lower Rayleigh numbers (< 107), an 
interaction between large-scale circulation and particle motion emerges, increasing the settling rates 
on average. Nevertheless, the mean residence time does not exceed the terminal time, i.e. the settling 
time from a quiescent fluid, by a factor larger than four. An exception are simulations with only a 
slightly super-critical Rayleigh number (∼ 104), for which stationary convection develops and some 
particles become trapped indefinitely. 2D simulations of the same problem overestimate the flow-particle 
interaction – and hence the residence time – for both high and low Rayleigh numbers, which stresses 
the importance of using 3D geometries for simulating particle-laden flows. We outline how our model 
can be used to explain the depth changes of crystal size distribution in sedimentary layers of magmatic 
intrusions that are thought to have formed via settling of a crystal cargo, and discuss how the micro-
structural observations of solidified intrusions can be used to infer the past convective velocity of magma.

© 2022 Elsevier B.V. All rights reserved.
1. Introduction

Convecting fluids often contain small particles. These can be 
ash particles or dust and pollutants in the atmosphere (Schwaiger 
et al., 2012; Helbig et al., 2004) or in volcanic clouds (Lemus et 
al., 2021), micro-organisms and micro-plastics in lakes and oceans 
(Ruiz et al., 2004; Malygina et al., 2021), sand particles in an es-
tuary (Syvitski et al., 1985), or crystals nucleated in solidifying 
liquids such as magma oceans (Elkins-Tanton, 2012; Solomatov, 
2015) and magma chambers (Holness et al., 2020), or the Earth’s 
outer core (Koyaguchi et al., 1990). In all the above situations, it 
is important to estimate the particle residence time, i.e. the time 
particles spend within the host fluid before being deposited into a 
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growing sedimentary layer at the bottom of the convecting layer 
(or at its top in the case of light crystals and bubbles of volatiles). 
While particle sinking has been extensively studied within the 
vast literature on particle-laden turbulent flows (Wang and Maxey, 
1993; Tom and Bragg, 2019; Pasquero et al., 2003), the framework 
of thermally-driven flows is much less explored (for experimental 
studies, see Martin and Nokes, 1989; Lavorel and Le Bars, 2009; 
Sturtz et al., 2021).

In first approximation, one could assume that the particle resi-
dence time tres is equal to H/vt, where H is the system height and 
vt is the particle Stokes velocity (also referred to as the terminal 
velocity). However, such assumption ignores any mutual interac-
tion of particles, and also any possible effects the fluid flow can 
have on the settling behaviour. Slower or faster settling due to the 
presence of nearby particles (respectively the hindering and collec-
tivity effects, see Culha et al., 2020) is important only when crystal 
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concentration is large. The interplay between fluid flow and parti-
cle settling exists also in dilute suspensions, and is analyzed here.

Two limiting cases can be identified for the dynamics of in-
ertial particles in dilute suspensions. Depending on the ratio of 
particle Stokes velocity to the mean flow velocity, |vt|/urms, par-
ticle trajectories may either resemble the trajectories of fluid 
tracers (advection-dominated regime), or be Stokes-like (settling-
dominated regime). While fluid motion is strongly imprinted in 
the particle trajectories from the first group, in the second group 
the relatively fast-sinking particles ignore fluid motion altogether, 
i.e. their settling statistics is the same as if the particles were 
placed into a quiescent fluid.

In a cooling body of magma, both these situations can take 
place, depending on the crystal radius, the density contrast with 
respect to the background fluid, and on the assumed flow veloc-
ity. For example, for a mineral phase 20% denser than the parental 
magma, a 1 mm crystal will fall under the advection-dominated 
regime, while a 1 cm crystal will be closer to the settling-
dominated regime in a convecting magma chamber (Patočka et al., 
2020, hereafter ‘our previous study’). In accordance with the termi-
nology coined in our previous study, we refer to these two limits 
as the “dust-like” (|vt|/urms � 1) and “stone-like” (|vt|/urms � 1) 
regimes.

The particle mass conservation equation imposes that the rate 
of particles leaving the suspension, dN/dt , is equal to the parti-
cle flux at the boundaries. This is given by Avtcbnd, where A is 
the area of the bottom boundary and cbnd is the mean particle 
number concentration near the floor (or, in the case of buoyant 
particles, near the roof). For well-mixed particles with relatively 
small Stokes velocity, the concentration cbnd can be estimated as 
the time-evolving volume averaged concentration N(t) / (AH). For 
stone-like particles with relatively large Stokes velocity, cbnd is de-
termined by the initial concentration, equal to N0/(AH) for an ini-
tially uniform distribution. The number of particles in suspension, 
N(t), then either evolves as N0 exp(−vtt/H), or as N0(1 − vtt/H), 
where N0 is the initial number of particles (as analyzed in detail 
in Section 3).

In both these limiting cases, the increment in the number of 
sedimented particles dN is proportional to vtdt , but the integral 
quantity tres is generally not equal to H/vt . The average residence 
time tres depends on whether the linear or the exponential settling 
law applies. Distinguishing between the two can be of importance 
in solidifying liquids: for a given initial distribution of crystal sizes 
in the initial crystal load, the structure of sediment will be differ-
ent if the dynamics of particles is advection-dominated (dust-like), 
or settling-dominated (stone-like).

Understanding magmatic processes from igneous textures is a 
promising field that is gaining increasing attention (Jerram et al., 
2018), partly because the paradigm of magma chambers has re-
cently shifted (for a review, see Sparks et al., 2019). Convection of 
magma is sometimes taken into account when the micro-structure 
of igneous bodies is analyzed (Holness et al., 2017), but to our 
knowledge no study has focused on the different dynamic regimes 
arising in the presence of a population of polydisperse particles 
with widely-varying Stokes velocities. In this work, we outline 
how the differences between advection- and settling-dominated 
regimes can be used to make inferences about past convective 
vigour in solidified intrusions.

Another problem is that settling can be either enhanced or sup-
pressed due to interactions with the fluid flow, especially when the 
investigated particle types lie in between the dust- and stone-like 
end-members. In turbulent flows, heavy particles are ejected away 
from flow vortices and thus preferentially sample only certain 
flow structures (Eaton and Fessler, 1994), while light particles (and 
small bubbles) are attracted toward flow vortices (Calzavarini et 
al., 2008) (hereafter referred to as “preferential sampling”). A dif-
2

ferent interaction is described in our previous study, where we 
demonstrate how the presence of large-scale circulation can delay 
the average settling of both heavy and light particle types (see the 
‘slow belt’ in Fig. 10 of Patočka et al., 2020). In a simplified sense, 
preferential sampling is related to local flow structures, while the 
latter interaction depends on the global flow structure.

Although the effect of large-scale circulation on particle settling 
was decreasing for Rayleigh numbers (Ra) greater than 109 in the 
2D simulations from our previous study, the settling dynamics in 
the limit of extremely high Rayleigh number convection remained 
unclear. This is because the amplitude of preferential sampling 
seemed to increase with increasing convective vigor: The focusing 
of light particles in flow vortices, inhibiting particle transport to-
ward the top boundary, was positively correlated with the Rayleigh 
number. Similarly, the average speed-up of heavy particles deposi-
tion due to ejection from vortices was easier to detect for the high-
est investigated Ra. As a result, already for Ra � 108 the settling 
statistics of light and heavy particles mutually differed, suggesting 
that the mean residence time in highly vigorous convective flows 
would strongly depend on the particle-to-fluid density ratio. The 
resulting model for particle settling was thus relatively complex, 
with |vt| / urms not being the only one important control parame-
ter.

In this follow-up 3D numerical study, we argue instead that the 
settling behaviour of particles in convective flows at high Ra is 
much more symmetric with respect to the sign of the Stokes veloc-
ity, i.e. for heavy vs light particles, and allows for a simple descrip-
tion of the mean residence time. We demonstrate that 2D flows 
may artificially increase the interaction between large-scale circu-
lation and particle dynamics, and, more importantly, that preferen-
tial sampling does not affect the mean residence time in the region 
of interest in the particle parameter space, at least up to the high-
est Ra that we simulate (109).

In low Rayleigh number convection, on the other hand, the cou-
pling between flow and particle dynamics is stronger. For station-
ary flows, i.e. for near-critical values of Ra, certain particle types 
may develop regular trajectories with infinite residence times. This 
phenomenon is related to the well known behaviour of particles 
in cellular flows (Stommel, 1949; Maxey, 1987), and we analyze to 
what value of Ra it limits the applicability of our high-Ra model.

While we present a general treatment suitable for a variety of 
natural and industrial systems, the paper is largely motivated by 
the problem of crystallization of liquid silicates. In particular, the 
model parameters are tailored for pools of cooling magma, span-
ning from global primordial magma oceans (Tonks and Melosh, 
1993; Solomatov, 2015) to present-day magma chambers (Sparks 
et al., 2019). The residence time of crystals in solidifying magma 
oceans is of primary importance for the long-term thermochemi-
cal evolution of the interior of planets (Tosi and Padovan, 2020), 
and similarly it determines the composition of the rock that forms 
upon the freezing of a magma chamber (Martin and Nokes, 1989; 
Koyaguchi et al., 1990; Holness et al., 2020). We analyze not only 
the mean value of the residence time, but also its underlying prob-
ability distribution. It differs significantly from one end-member 
regime to the other, which has consequences for the solid-liquid 
phase separation and sediment structure in these systems.

In Section 2, we specify the governing equations and describe 
key control parameters. In Section 3, the residence time of parti-
cles is presented for a broad range of flow and particle parameters. 
Deviations from the general model are presented in Section 4. In 
Section 5, we apply the results to a simplified system representing 
a generic magma reservoir and comment on possible steps towards 
building a self-consistent model of a crystallizing magma. Our con-
clusions are summarized in Section 7.
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2. Method

As in our previous study (Patočka et al., 2020), we solve the 
Boussinesq equations in the following non-dimensional form:

∂t u + (u·∇)u = −∇p +
√

Pr

Ra
∇2u + θ ẑ (1)

∇ · u = 0 (2)

∂τ θ + (u·∇) θ =
√

1

PrRa
∇2θ, (3)

where u is the fluid velocity, p is the dynamic pressure, θ is the 
temperature deviation with respect to a reference value T0, and ẑ
is a unit vector in the vertical direction. The Rayleigh and Prandtl 
numbers determine the nature of the flow, and they depend on 
the fluid properties:

Ra = αg�T H3

νκ
, Pr = ν

κ
, (4)

where ν = η/ρ0 is the kinematic viscosity, η is the dynamic vis-
cosity, ρ0 is the mean mass density at the reference temperature 
T0, α is the volumetric thermal expansion coefficient, g is the 
gravitational acceleration, �T is the temperature scale, H is the 
thickness of the convecting layer, and κ is the thermal diffusivity.

We systematically investigate basally heated convection in a 
statistically steady state for Ra = [104 − 109] and Pr = [1, 10, 100]
(see Section 5 for a discussion of the expected Rayleigh number 
of a crystallizing magma). The aspect ratio is 2 in both the x-
and y-directions. Side-walls are no-slip boundaries with the ex-
ception of the x-direction in which the walls are open. The top 
and bottom boundaries are isothermal, with a constant tempera-
ture difference driving thermal convection. The resolution goes up 
to 1024 × 1024 × 512 for Ra = 108, and due to limited CPU re-
sources we perform the Ra = 109 simulations in a limited aspect 
ratio in the y-direction (resolution 2048 × 512 × 1024). We choose 
basally heated convection because it is the most typical setup, well 
suited to become a reference point for future work. However, for 
the intermediate Prandtl number we also investigate statistically 
steady flows with internal instead of basal heating, because these 
better represent the temperature profile that develops during the 
transient cooling of magmatic reservoirs with a layer of insulating 
sediment at the bottom (see Discussion and Appendix C).

The fluid carries inertial particles, whose trajectories are gov-
erned by pressure and friction forces from the surrounding fluid in 
combination with particle buoyancy. Under idealized conditions of 
spherically-shaped particles with small Reynolds number, the La-
grangian equation of motion for a massive particle reads (for more 
details, see Mathai et al., 2016; Patočka et al., 2020):

dv

dt
= β

Du

Dt
+ 1

St
(u − v) + � ẑ, (5)

where v is the particle velocity, and the first term on the RHS 
contains the material derivative of the fluid velocity. The modified 
density ratio β = 3ρf/(ρf +2ρp) involves the density of the fluid ρf
and the particle density ρp, and stems from the added mass force 
(Auton, 1987).

The Stokes number St and Lambda parameter � are defined as 
follows:

St = r2
c
√

αg�T

3νβ
√

H
, � = β−1

α�T
. (6)

The Stokes number describes the viscous friction acting on each 
particle due to its relative motion with respect to the fluid. It 
is a non-dimensionalization of the viscous response time τD =
3

Table 1
Model parameters used for evaluating St, �, and β .

Parameter Symbol Value Units

Mantle depth H 2890 km
Grav. acceleration g 9.8 m/s2

Thermal expansivitya α 5·10−5 K−1

Thermal diffusivityb κ 5·10−7 m2/s
Kinematic viscosityc ν [1,10,100] · κ m2/s
Temperature contrastd �T 1 K
Crystal sizea rc 0.5 − 10 mm
Density ratio ρp/ρf 0 − 2 –

a From Solomatov (2015);
b from Ni et al. (2015);
c see Karki and Stixrude (2010) for typical viscosities of silicate liquids at high 

pressure and temperature;
d see e.g. Lebrun et al. (2013) and Nikolaou et al. (2019) for typical temperature 

contrasts during the evolution of magma oceans.

r2
c /(3νβ) that characterizes how long it takes for viscous friction 

to adjust the particle velocity to that of the fluid – with respect 
to a typical flow time scale, here chosen to be the fluid free fall-
time 

√
H/(αg�T ). The parameter � (hereafter buoyancy ratio) 

expresses the relative importance of particle buoyancy with re-
spect to the thermally-induced buoyancy of the fluid.

As discussed in Appendix A, the particle response time of 
crystals in magma bodies is relatively small, and Eq. (5) can 
be replaced with its first order Taylor expansion (Maxey, 1987; 
Balkovsky et al., 2001).

v = u − St �ẑ + St (1 − β)
Du

Dt
, (7)

where St � is the non-dimensional Stokes velocity vt (defined pos-
itive for sinking and negative for rising).

We uniformly distribute 107 particles of 201 different types into 
a fully developed, three-dimensional, statistically-steady thermal 
convection, with each particle type represented by three values: 
St , �, and β . The initial velocity of all particles is set to the local 
velocity of the fluid. 200 different types of particles are obtained 
by evenly sampling ρf/ρp and r2

c ; one particle type is reserved for 
fluid tracers.

Using Eq. (7) instead of (5) allows us to model particles that 
have density contrasts and sizes corresponding to crystals in a pri-
mordial, global magma ocean (Solomatov, 2015). In Table 1, the 
model parameters that are used to evaluate the particle control 
numbers St, �, and β are summarized. Note that the model do-
main depth H and crystal radius rc enter the Stokes number St as 
r2

c /
√

H , and so e.g. a 16 times smaller body of magma with crys-
tals of half the original size would be represented by the same St . 
For further guidance on how to apply our results to various natural 
systems, see Section 5.

The above described model system is numerically simulated 
by means of the Eulerian-Lagrangian code ch4-project (Calzavarini, 
2019). The model setup of this paper differs from our previous 
study in three aspects: i) thanks to Eq. (7) we can now directly 
cover the desired region in the particle parameter space, see Fig. 6
in Appendix A, ii) three-dimensional simulations are performed in-
stead of two dimensional ones, and iii) we include also fluids with 
a small convective vigor. In particular, we include simulations with 
only a slightly super-critical Ra.

3. Residence times

In Fig. 1, we plot tres / (0.5 H/|vt|), which is the mean residence 
time, tres = ∫ ∞

0 N(t) dt/N0, normalized by the mean residence time 
that would be obtained for a quiescent fluid (averages are per-
formed over a given particle type – the Stokes velocity is the same 
for all particles from each considered ensemble). In other words, 
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Fig. 1. Mean residence time of the particles, normalized by the mean terminal 
time 0.5 H/|vt|. Triangles represent heavy particles, i.e. particle types with ρp/ρf ∈
(1−2], while open circles stand for light particles, ρp/ρf ∈ [0−1). Black line repre-
sents the high-Ra model towards which the results converge when Ra is increased. 
The residence time for Ra = 104 has a large amplitude and is not shown for figure 
clarity. Prandtl number, Pr , is equal to 10 for all the plotted solutions. (For inter-
pretation of the colours in the figure(s), the reader is referred to the web version of 
this article.)

Fig. 2. Probability density function of tres for Ra = 106 and Pr = 1. The analytical 
distributions for the dust-like (dotted black line) and stone-like (solid black line) 
regimes stem from Eq. (8), upon considering the concentration at the settling front 
to be either N(t)/H (dust-like regime) or N0/H (stone-like regime).

tres/(0.5 H/|vt|) quantifies the importance of fluid flow on the par-
ticle settling behaviour.

The two limiting cases of |vt|/urms � 1 and |vt|/urms � 1 are 
to be understood as follows:

When |vt|/urms � 1, the particles do not effectively see the 
flow, because the fluid barely moves during the time it takes for 
these particles to reach the bottom (or top) of the container. The 
mean residence time tres is equal to 0.5H/|vt| in this limit, because 
the particles are initially distributed uniformly throughout the con-
tainer, and their mean height is thus 0.5H at the time t = 0 (see 
also the solid black line in Fig. 2). Note that H is equal to 1 in the 
non-dimensional formalism, but we keep it in all our expressions 
in order to avoid confusions when using the resulting relationships 
in their dimensional form.

When |vt|/urms � 1, on the other hand, the particle dynamics 
are in the regime of a well-mixed suspension (Martin and Nokes, 
1989). These (dust-like) particles are perfectly stirred within the 
convective bulk, and effectively sink only when they are randomly 
transported to the thin boundary layer near the bottom (or the top, 
when ρp/ρ f < 1). The initial positions of particles do not matter in 
this regime, because redistribution (mixing) within the model do-
4

main takes place in approximately one large-eddy turnover time, 
an interval much shorter than the terminal time of these particles. 
In Fig. 2, we show that the particle residence time in the dust-like 
regime follows an exponential distribution, with the probability 
density function being ∼ exp(−tres H/|vt|), yielding tres = H/|vt|
after averaging over the ensemble.

In between, for 0.02 � |vt|/urms � 2.0, the large-scale circula-
tion of the flow may alter the obtained particle dynamics, increas-
ing the average residence time tres. Simply put, this increase is 
caused by the locking of particles inside relatively stable convec-
tion rolls, as is described in Patočka et al. (2020) in more detail. 
The first important result in Fig. 1 is that tres is less affected by the 
large-scale circulation as Ra increases, i.e. that the “slow belt” we 
identified in our previous study disappears in the high-Ra limit.

The second important result is that there is no splitting of tres
for the heavy and light particles, not even when Ra = 109 (circles 
vs triangles in Fig. 1). This is in disagreement with our previous 
2D simulations (see e.g. the blue vs yellow symbols in Fig. 7, or 
Table II in our previous study). The reason of the disagreement, 
however, is not related to 2D vs 3D geometry. While the slow belt 
amplitude depends only on the values of Ra, Pr, and |vt|/urms, and 
the increase in tres that it causes is thus constant along |vt| isolines 
in the St, � parameter space, the strength of preferential sampling 
depends on the value of St (1 − β), and can differ for two particle 
types of the same |vt| (cf. Eq. (21) in Appendix A). For this reason, 
preferential sampling was important in our previous study, but it 
plays a negligible role in the present simulations, in which St and 
� are chosen to match the values of interest in nature, and for 
which the range of St is smaller by several orders of magnitude 
when compared to our previous study (cf. Fig. 6 in Appendix A).

The independence of tres on the sign and value of 1 − β , cf. cir-
cles vs triangles in Fig. 1, directly indicates the unimportance of 
preferential sampling, and thus also of the term St (1 − β)Du/Dt
in Eq. (7) (see also the expression for ∇ · v and the related dis-
cussion in Appendix A). Indeed, we have repeated one Ra = 104

and one Ra = 108 simulation, replacing Eq. (7) with even simpler 
particle dynamics in the form of v = u − St �ẑ, and the settling 
statistics were comparable.

Below we construct an idealized model that roughly captures 
the observed residence times. The particle mass conservation im-
poses that the rate of particles leaving the suspension is

d

dt
N(t) = −|vt| A cbnd, (8)

where cbnd = 〈c(z→0, t)〉 is the mean particle concentration at the 
bottom boundary (or 〈c(z→1, t)〉 in case of buoyant particles), for 
which we use the following estimation:

cbnd = N(t)

A (H − t vsh)
. (9)

The shrinking velocity vsh describes how the particle cloud, i.e. the 
region that contains the N(t) particles, changes in volume with 
time. Its value is different for each particle type, approaching 0 
in the dust-like limit (particles always occupy the entire volume 
AH), and |vt| in the stone-like limit (the volume Avtt at the top 
of the tank is particle-free). With the help of Eq. (9), the solution 
to Eq. (8) can be obtained:

N(t) = N0

(
1 − t vsh

H

) |vt |
vsh

, (10)

which gives the desired N0 exp(−vtt/H) and N0(1 − vt t/H) re-
spectively in the limits of vsh → 0 and vsh → |vt|.

The normalized residence time is then evaluated by integrating 
the solution (10),
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|vt|
0.5 H

tres = 2|vt|
vsh + |vt| . (11)

Finally, we assume that the shrinking velocity can be approximated 
as

vsh =
{ |vt| − γ urms, if |vt| > γ urms

0, if |vt| ≤ γ urms

(12)

where γ is a constant representing the mixing of particles - it 
mimics the fact that some particles are transported above the set-
tling front due to the presence of fluid flow. The second branch 
in Eq. (12) expresses the constraint vsh > 0, because the model 
domain does not expand in response to mixing. The normalized 
residence time is then

|vt|
0.5 H

tres =
⎧⎨
⎩

2
2 −γ urms / |vt| , if |vt|/urms > γ

2, if |vt|/urms ≤ γ
(13)

Based on our Ra = 109 simulations, the best-fit choice for γ is 
0.7. The corresponding solution is plotted with black dashed line 
in Fig. 1.

As an alternative to the high-Ra model presented above, we 
suggest also an empirical law. The black solid line in Fig. 1 shows a 
piece-wise linear model that goes from 2 to 1, with |vt|/urms = 0.5
and |vt|/urms = 2.0 marking the transition on the x-axis. This em-
pirical law provides a slightly better fit and is easy to remember, 
but lacks any physical insight.

Note that the probability density distributions of tres show cer-
tain deviations from the idealized end-members for values as small 
as |vt|/urms = 0.1 and as high as |vt|/urms = 5.0 (cf. the black solid 
and dotted lines in Fig. 2).

The above model is derived for an initially uniform distribu-
tion of particles. Care must be taken when the model is applied 
to different settings. For instance, let us consider a case in which 
all heavy particles are near the top boundary at the time t = 0, 
and all light particles are emplaced near the bottom boundary. For 
such a setup, the normalizing factor becomes H / |vt| instead of 
0.5 H / |vt|, because the average distance from the boundary is now 
H instead of 0.5 H .

The end-member values of the normalized mean residence time 
in this modified setup are 1 for the dust-like limit and 1 for 
the stone-like limit, i.e. tres := H/|vt| regardless of the value of 
|vt|/urms. The change of the normalized value from 2 to 1 in the 
dust-like limit is caused by the fact that the starting positions of 
particles are nearly irrelevant in this regime: their mixing time 
scale is negligible compared to their mean residence time. There-
fore, tres of the dust-like particles is only little sensitive to the 
initial positions, while the normalizing factor changes by a factor 
2 (the mean terminal time is 0.5 H / |vt| for the uniform distribu-
tion, and H / |vt| for emplacement at the roof). In this study we 
report results for the initially uniform distribution, because then 
tres of the dust-like particles is not at all affected by the time it 
takes to mix the particles throughout the model domain. For uni-
formly distributed particles, deviations of tres from 0.5 H / |vt| are 
strictly associated to flow-particle interactions (see Section 4). For 
the stone-like limit, on the other hand, the mean residence time 
tres is bonded to the initial positions of particles, making the nor-
malized value of 1 independent on the initial set-up. Note, how-
ever, that the distribution of tres among the particle population is 
always different in the dust-like and stone-like regimes: the distri-
bution for the dust-like particles will be the one plotted in Fig. 2
regardless of the initial setup, while for stone-like particles em-
placed at the roof the distribution will change, resembling a delta 
function.
5

Table 2
Maximum of the normalized mean residence time. For Ra = 104, not all the parti-
cles have settled by the end of the simulation – the provided value of tres is only 
a lower bound. The number in parentheses shows the percentage particles that 
have settled, the settling rate of the remaining ones is nearly zero because they 
are trapped. The different values of Prandtl number, Pr , represent different magma 
viscosities (Table 1).

Ra Pr = 1 Pr = 10 Pr = 100

0 quiescent fluid: 1.0
104 >7.1 (98%) >7.9 (93%) >16.1 (79%)
105 2.3 2.9 3.8
106 2.1 2.3 3.3
107 2.1 2.2 2.5
108 2.1 2.0 2.3
109 2.1 2.0 2.0
∞ high-Ra model: 2

Note also that tres is the mean residence time, and not the time 
it takes for all the particles to leave the suspension. In certain ap-
plications, the latter may be of interest (e.g. Holness et al., 2017). 
In the dust-like regime, the fluid still carries a non-negligible frac-
tion of particles even after five terminal times, while in the stone-
like regime the fluid becomes particle-free shortly after reaching 
t = H / |vt| (Fig. 2).

4. Low Rayleigh number convection

The above description of particle settling is limited to convec-
tion with Ra � 108. For lower convective vigor, large-scale circu-
lation may prolong the mean residence time (slow belt). Because 
the convective vigour of cooling magmatic bodies is unknown (see 
Section 5), we briefly discuss also the low-Ra simulations.

In Table 2, the maximum value of tres|vt| / (0.5 H) is pro-
vided for the different flow parameters (Ra = [104 − 109], Pr =
[1, 10, 100]). There is a convergence toward the high-Ra model re-
gardless of the value of Pr, but the slow belt amplitude is different 
for different Pr, because large-scale circulation and the thickness 
of plumes in particular both depend on the relative ability to trans-
fer inertia and heat, i.e. on the Prandtl number Pr defined in 
Eq. (4).

In Fig. 3a, we show the nearly stationary flow that is obtained 
for Ra = 104 and Pr = 10, i.e. for only a slightly supercritical 
Rayleigh number. As a first approximation, the flow has a 2D struc-
ture – it is dominated by two convection rolls that are aligned 
parallel to the y-axis, separated by a central upwelling structure 
(parallel to the y-axis, and with x-coordinate equal to 1, see the 
shaded “ridge” formed by the θ = 0.4 temperature isosurface).

The percentage of particles that become suspended inside the 
convection rolls decreases with increasing |vt|/urms, and the re-
spective clusters of particles are increasingly closer to the central 
ridge (see Fig. 8 in Appendix B for the clustering of particles in 2D 
flows). Such spatial distribution is similar to what was reported al-
ready in the work of Stommel (1949) and analyzed later in more 
detail by Maxey (1987) (see also the “retention zone” in Weinstein 
et al., 1988). As a consequence of this behaviour, the percentage of 
particles whose settling is impeded by the presence of convection 
decreases with increasing |vt|/urms, but the normalized residence 
time of particles trapped inside the rolls increases with |vt|/urms
(the residence time of particles in the retention zone is similar 
across different particle types, but the normalization factor differs).

Note that, although the concentration of particles is non-
uniform, it is not locally increased with respect to the initial 
concentration. The non-uniformity is caused by the fact that parti-
cles are prevented from settling in some regions of the flow, while 
in neighbouring regions they are not. It is a different mechanism 
from preferential sampling, in which light particles from a cer-
tain region become focused near a flow vortex, forming a localized 
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Fig. 3. Temperature field and the spatial distribution of settled particles for selected vt/urms ratios. a) Stationary convection with Ra = 104, Pr = 10. The non-dimensional 
temperature field is thresholded at 0.4 to show the upwellings, and at -0.4 to show the downwellings. The isosurface θ = 0.4 is shaded for better visibility. The 2D projections 
show the normalized distribution of settling events for vt/urms = 0.4 (black and white, floor of the plot), vt/urms = −0.4 (roof of the plot, inverse black and white), and for 
vt/urms = 1.0 (red). The colour scales are shown below the plot in panel b). b) Particles that remain in suspension at the time t = 300 for two particle types: vt/urms = 0.4
(black) and vt/urms = 1.0 (red). Terminal distance and the percentage of settled particles are provided in parentheses for each type. For a comparison of the viewpoint angle, 
the projection of settling events for vt/urms = 1.0 is repeated. c), d) Similarly as in panel a), only the Rayleigh number is increased. For Ra = 108, we show a cut through 
the entire temperature field, with the colour scale being clipped for better visibility.
cluster that can be seen as a sharp peak in the concentration field 
(Patočka et al., 2020).

A closer look at Fig. 3a reveals deviations from the 2D symme-
try, and these are important for understanding the detailed picture. 
The central upwelling is stronger near y=0 and y=2.0, as illustrated 
by the elevated height of the shaded temperature isosurface. Par-
ticles above and in between the two peaks reside in the fluid the 
longest (Fig. 3b), with their residence time approaching infinity. 
Note that obtaining tres → ∞ does not imply that all particles of 
the given type would stay indefinitely in suspension – a significant 
fraction of particles always settle. It is only the (small) fraction of 
particles that are trapped inside the convective bulk who make the 
average value go to infinity.

Most of the settling events take place below the ridge, partic-
ularly in the region where the flow gradient along y-direction is 
the strongest. The concentration of settled particles in these spots 
is up to 26 times higher than the average value for particle type 
with vt/urms = 1.0, and up to 15 times higher for particles with 
|vt|/urms = 0.4 (respectively the red and black and white planes in 
Fig. 3a).

In Fig. 3c, we show the statistically steady flow with Ra = 105

and Pr = 10. The settling behaviour for 104 � Ra � 107 can be de-
scribed in a similar manner as the slow belt in our previous 2D 
study. The main mechanism acting here to retard the settling of 
6

particles is the uplifting force of plumes that form within a stable 
cluster, i.e. whose origin is close to one localized region. Therefore, 
the mechanism described in our previous study does exist also in 
3D geometry, but is limited to lower Rayleigh numbers when com-
pared to 2D simulations.

The concentration of settling events is increased below the clus-
ters of upwellings for heavy particles, and inversely for light parti-
cles (see the distributions of settling events in Fig. 3). This counter-
intuitive result, reported already in our previous study and inde-
pendently also in the 2D study of Xu et al. (2020), thus remains 
valid in 3D geometry. Although plumes themselves act against the 
sinking motion of particles, the regions from which they origi-
nate act as major particle sinks – the fluid flow near the floor 
is primarily oriented toward the base of dominant plume clus-
ters, depositing most of the solid material there. This is because 
fluctuations that encompass the birth of new plumes often cause 
particles to fall into the boundary layer, and only those particles 
that become entrained into a plume reside in the fluid anoma-
lously long. The average residence time is then determined by the 
different likelihood of such interactions for the different particle 
types (for a more detailed analysis, see our previous study).

For higher Rayleigh numbers, the flow-particle interactions dis-
appear and the distribution of settling events becomes uniform 
(Fig. 3d). Note that for Ra = 109 and Pr = 10 the slow belt ampli-
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tude was the largest in our previous study (Table II, sets B therein), 
while in 3D it already decreases to zero for Ra ≈ 108. As analyzed 
in Appendix B, this is because 2D geometry artificially enhances 
the ability of convection rolls to prevent particles from reaching 
the boundary layers of the flow.

5. Cooling magma reservoir

The presented results are valid for spherical particles with time-
constant density and radii, emplaced uniformly into a statistically 
steady flow. As such, the model setup is far from the natural sys-
tems of cooling magma bodies, in which the crystals spontaneously 
nucleate and grow in a transient flow, with the background fluid 
being confined in a gradually shrinking domain. Nevertheless, so-
lidifying magma is a thermally convecting suspension, and the dy-
namics that we observe are thus to some extent applicable also to 
these natural systems. Below we outline how to do so.

The primary control parameter in this study is the |vt|/urms ra-
tio. The Stokes velocity of natural crystals depends on the crystal 
shape, radius, density, and on the magma viscosity. While these 
parameters are usually known to a limited precision, their ranges 
are relatively well established and can be estimated for any sys-
tem of interest. Note, for example, that the reduction of settling 
velocity caused by crystal shapes is typically below 10% for crys-
tal shape aspect ratios up to 4 (Kerr and Lister, 1991). In order to 
make inferences about crystal dynamics, the remaining and usually 
unknown parameter to estimate is the mean flow velocity urms.

The Rayleigh number describing a reservoir filled with low-
viscosity basaltic magma is typically huge, reaching 1029 for a 
global magma ocean (Solomatov, 2015) and 1017 for large magma 
chambers (Clark et al., 1987). Perhaps the most uncertain param-
eter entering such estimates is the driving temperature contrast 
�T . During the 90s, there was a sharp debate that boils down to 
whether �T becomes so small as to entirely stop convection in 
a cooling (freezing) magma chamber (Marsh, 1989; Huppert and 
Turner, 1991; Marsh, 1991). The essential idea behind a small �T
is that a highly viscous stagnant lid is continuously forming above 
the solidification front, reducing the temperature contrast driving 
convection in the liquid (see Fig. 4 in Brandeis and Jaupart, 1986).

While being aware of the concluding remarks by Huppert and 
Turner (1991), who argue for the general likelihood of vigorous 
convection in the systems of interest, we point out one additional 
argument in favour of reducing the effective �T . If the nucleated 
crystals grow most of their volume in the thermal boundary layer 
of the fluid, then the released latent heat should significantly re-
duce the temperature contrast that develops within the fluid. In 
fact, in the limit of the classical Stefan problem, the heat sub-
tracted from the liquid is entirely compensated by the latent heat 
generated within the solidification front, i.e. the temperature con-
trast driving convection is zero as the fluid stays at the liquidus at 
all times. Indeed, such a formulation of the Stefan problem applies 
only to single-component systems, and assumes that all the newly 
forming solid material is attached to the top-down growing phase 
boundary – far from the more complex case of magma chambers. 
Nevertheless, some �T and thus convective vigor reduction caused 
by the latent heat release should still be expected, and this point 
is not addressed in detail in the above mentioned debate.

Here we merely acknowledge that the convective vigor of a 
cooling magma reservoirs is, to a large extent, unknown (Holness 
et al., 2020). For this reason, we explore both vigorously and only 
moderately convecting fluids. Moreover, the paradigm of magma 
chambers has shifted in recent years, as there seem to be only lit-
tle evidence for the existence of large volumes of liquid magma 
being enclosed in separate reservoirs within the crust today (for 
a review, see Sparks et al., 2019). Magmatic suspensions are thus 
likely to be encapsulated in smaller domains connected via mushy 
7

Fig. 4. Stokes velocity of crystals in a convecting magma reservoir as a function 
of the density contrast ρp / ρf and crystal radius rc. Particle parameters other than 
explicitly specified are taken from Table 1, Prandtl number is 100 for all cases. Black 
lines mark the |vt| = urms isolines for selected values of urms, i.e. these lines crudely 
correspond to the dust-stone transition for systems with different convective vigor, 
as indicated by the black (stone-like) and gray (dust-like) arrows.

zones, which further complicates the estimates of the mean flow 
velocity urms. Note, however, that some km-scale, essentially cu-
bic volumes of crystal poor intrusions existed in the past (e.g. the 
Skaergaard intrusion, see McBirney, 1996), and also the abundant, 
large aspect-ratio sills with up to hundreds of meters in thickness 
are likely to have formed as initially crystal poor bodies (Schofield 
et al., 2012).

In this study we aim to provide a guidance as to what suspen-
sion dynamics to expect for a given urms, and, conversely, how to 
infer urms from the petrological record in solidified intrusions. The 
latter question is addressed below.

In Fig. 4, we plot the Stokes velocity of particles for the typ-
ical density contrasts and the typical crystal radii characterizing 
magmatic systems. Black lines show the isolines corresponding to 
|vt| = urms for selected urms values, that are obtained by rewriting 
the dimensionless velocity in terms of the Reynolds, Prandtl, and 
Rayleigh numbers (Eq. 24 in our previous study),

urms = Re

√
Pr

Ra
(14)

where Re is the flow Reynolds number. Based on our 18 simula-
tions listed in Table 2, we get the following Re (Ra, Pr) power-law,

Re = (0.19±0.04)
Ra 0.50±0.01

Pr 0.94±0.02
, (15)

which roughly corresponds to the scaling-law for the convective 
regime described in Ahlers et al. (2009), denoted as regime IVu , 
where thermal and kinetic energy dissipation rates are dominated 
by their bulk components, and the kinetic boundary layers are 
larger than the thermal ones. Re (Ra, Pr) scaling laws have been 
derived for flows with various configurations (Stevens et al., 2013), 
and one should replace Eq. (15) with a formula suitable for their 
particular application when estimating urms. The different black 
lines in Fig. 4 correspond to different values of Ra, with the under-
lying �T and H chosen such as to cover the range from a vigor-
ously convecting global magma ocean (�T = 1 K, H = 2890 km) to 
only moderately convecting, small capsule of magma (�T = 0.01
K, H = 1 m). As a crude approximation, the isoline |vt| = urms can 
be taken as the division line between the dust-like and stone-like 
regime (cf. Fig. 1). Fig. 4 thus indicates what type of end-member 
dynamics to expect for a given crystal type. Green circles mark 0.1, 
1.0, and 5.0 mm large crystals of olivine that is 700 kg/m3 denser 
than the parental magma of density 2600 kg/m3, squares represent 
plagioclase crystals with density 2730 kg/m3.



V. Patočka, N. Tosi and E. Calzavarini Earth and Planetary Science Letters 591 (2022) 117622
Fig. 5. Crystal size distribution in suspension and sediment for a simple application 
that follows the Discussion in Holness et al. (2017). We test three values of the fluid 
mean velocity urms, corresponding to a static magma (black), vigorously convecting 
magma (orange), and to an intermediate case (blue). Solid lines show the size dis-
tribution of particles remaining in suspension at the time t = 40 weeks, at which 
more than 60% of all the particles have settled in all three cases. Symbols display 
the size distribution in the currently forming layer of sediment. Triangles represent 
particles with vt > 2.0 urms (stone-like), circles show particles with vt < 0.5 urms

(dust-like), and crosses mark the transition.

The densities of olivine and plagioclase are based on Gibb and 
Henderson (1996) as in Holness et al. (2017), who analyze the Shi-
ant Islands Main Sill – a composite body formed by the intrusion 
of olivine-phyric magma. Bulk of the sill consists of a 135 m thick 
unit, in which olivine phenocrysts settled to the floor to form a pi-
crodolerite, leaving an essentially aphyric magma to solidify in the 
remainder of the unit (crinanite) (Gibb and Henderson, 1996).

Holness et al. (2017) speculate that the first ca. 10 m of the 
picrodolerite/crinanite unit (PCU) formed as a result of settling of 
olivine and plagioclase crystals that were transported into the sill 
from the deeper crust (“crystal cargo”). They estimate the build-up 
of 10 m of sediment to take 22-48 weeks, while the solidification 
front would move only 2.6-3.9 m within that time, and conclude 
that “initial settling of the crystal load would have occurred rapidly 
relative to the upwards movement of the solidification front, form-
ing an essentially isothermal pile on the sill floor, with negligible 
associated in situ crystallisation”.

In the first ca. 10 m of the PCU, there is a gradual reduction 
in the proportion of large grains in the population upwards in the 
stratigraphy (fining-upwards), while the overlaying tens of metres 
are coarsening upwards, which is thought to be a result of the in-
terplay between residence times and grain growth. It is debated 
whether the fining-upwards segment was formed via settling un-
der the conditions of static magma (as suggested by an abrupt 
change of Cr-spinel concentration), or via settling from a convect-
ing magma, for which Holness et al. (2017) apply the model of 
Martin and Nokes (1989), i.e. the dust-like regime, to the entire 
crystal population.

Understanding magmatic processes from igneous textures is a 
difficult task (Jerram et al., 2018). The micro-structure analysis of 
Holness et al. (2017) is a promising tool in this regard, and a sim-
ilar method was used also in other studies (Holness et al., 2006, 
2020). Below we perform an exercise following the Discussion in 
Holness et al. (2017). A script that can be used to reproduce the 
exercise, i.e. the results plotted in Fig. 5, is provided in Supplemen-
tary material.

Olivine crystals with initially Maxwell-type distribution (cf. Fig 
11 in Holness et al. (2017)) are suspended into magma of viscosity 
2 Pa s and height 100 m. The mean and variance of the distribution 
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are set respectively to D0 = 0.1 mm and n = 2. The initial volume 
fraction is set to 3.75%, in a rough agreement with olivine mode 
being ∼ 50% at the base of the PCU, and ∼ 25% at the top of the 
fining-upwards sequence (we assume the crystal load of olivine to 
match in volume the olivine found in the 10 m tall sediment).

We use Eq. (10) to compute the settling of a polydisperse pop-
ulation of particles, testing three values of the background flow 
velocity urms: 1) urms = 0 cm/s, i.e. settling from a static magma, 
2) urms = 0.17 cm/s, for which all crystals fall into the dust-like 
regime. This value corresponds to the temperature contrast driving 
convection to be 1 K, resulting in Ra ∼ 1012, and 3) urms = 2·10−4

cm/s. This value is arbitrarily chosen in order to split the initial 
crystal size distribution by the dust-stone transition, and corre-
sponds to Ra ∼ 106.

In Fig. 5, we plot the distribution of crystals remaining in 
suspension after 40 weeks of evolution. At this time, 90% of all 
particles are already deposited when urms = 0 cm/s, while for 
urms = 0.17 cm/s it is only 70%. Note that this difference may 
play a role when comparing the rate of sediment build-up with 
the speed of propagation of the solidification front – while Hol-
ness et al. (2017) favour the scenario of settling from convection, 
they use the relation for build-up from static magma from Farr et 
al. (2017).

While the size distributions of crystals that remain in suspen-
sion are similar (solid lines), the size distributions of the currently 
forming sedimentary layers differ markedly. While stone-like set-
tling (black triangles) results in a steep increase in frequency un-
til the maximum crystal size is reached, and then the frequency 
drops to zero, dust-like settling (orange circles) produces a sedi-
mentary layer with a smooth size distribution (Maxwell-type with 
n = 4 in this case). The intermediate case (blue symbols) has a 
steep tail, and its peak corresponds to crystal radii for which 
0.5 � |vt|/urms � 2.0, i.e. it corresponds to the dust-stone tran-
sition. The significant (and potentially observable) difference in 
sediment micro-structure is a general result that is obtained re-
gardless of the details of the grainsize distribution in the initial 
crystal load, as long as the comparison is performed in later stages 
of settling (i.e. when at least ca. 60% of all particles have already 
settled).

Here we do not aim to systematically explore the parameter 
space of gravitational sorting, but we would like to point to the 
possibility to do so. If grain-size distribution is available as a func-
tion of depth, one can use Eq. (10) to fit the observations, with 
urms being a free parameter. This should at least indicate either 
settling- or advection-dominated regime, but it could also help 
identify the actual value of convective velocity urms. The terminal 
velocity vt scales as r2

c , and grain size distribution typically has a 
large variance. Moreover, individual grains may form cohesive clus-
ters (polycrystals), i.e. particles with effective size of millimeters to 
centimeters (cf. Fig 9 in Holness et al. (2017)), which further ex-
pands the span of vt , making it more likely that vt crosses urms
somewhere in the recorded distribution. Note that if the frequency 
distribution of polycrystals in the sediment was counted, its peak 
could indicate the dust-stone transition even if the background 
magma was convecting strongly (cf. the dash-dotted black line in 
Fig. 4).

Note also that the presence of multiple phases can provide an 
additional constraint on the dynamic regime. For example, if we 
emplace both olivine and plagioclase crystals with the same size 
distribution into the sill, the mutual particle fluxes differ dramat-
ically after 40 weeks, with the olivine to plagioclase ratio being 
1.55 for urms = 0.17 cm/s, 0.75 for urms = 0 cm/s, and 1.12 for 
the intermediate case (due to the much smaller density contrast 
of plagioclase, most of its crystals fall under the dust-like regime 
for both the non-zero urms cases). At the later stages of settling, 
however, the fluxes are small, and again the build-up rate must be 
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compared against the estimated advance of the solidification front 
in order to test whether the argument for negligible in-situ crys-
tallization is still justifiable.

Above the fining-upwards segment of the PCU, tens of meters 
are found to be coarsening-upwards, which is explained as a result 
of grain growth and progressive clustering of particles that reside 
in suspension as solidification proceeds. While accounting for crys-
tal nucleation, growth, and clustering within direct numerical sim-
ulations of natural flows is a challenging task, Eqs (8), (9), and (12)
provide a simple framework for constructing future parametrized 
models that would account for these phenomena, and may serve 
as a quantitative tool for validating geological interpretations of 
micro-structure in solidified intrusions.

In the exercise above we use the high-Ra model regardless of 
the actual value of Ra, i.e. we do not account for the slow belt 
when Ra is low. An intriguing implication of the results presented 
in Section 4 is that, for a near-critical Ra, a certain group of parti-
cles could be trapped in the bulk of a cooling magma body. When 
the flow gets disrupted, e.g. by the arrival of new magma, such 
particles could suddenly become released, forming a distinct sed-
imentary layer. While discontinuities in layering are sometimes 
attributed to the onset of chamber-wide convection (Holness et al., 
2006), our results suggest that they could also form in response to 
disruptions of an already developed, low-Ra convection.

6. Discussion

Extrapolation. The possibility to apply our results also to sys-
tems with Ra > 109 is based on the following two observations: i) 
The effect of global flow structures (large-scale circulation) on par-
ticle settling decreases with increasing Ra, and seems negligible 
already for Ra � 108. This trend was observed also in our pre-
vious 2D study (with modifications discussed in Appendix B), in 
which the highest reached Ra was 1012. It can be expected that as 
Ra increases, any large-scale flow structures that could potentially 
impede particle settling would be subject to strong fluctuations 
and disturbances caused by small vortices, making it easier for 
the particles to sink through any such structures. It is important 
to note, however, that extrapolation to high-Ra flows is subject to 
an open debate, and in particular the dynamics of fluid bound-
ary layers is uncertain in extreme regimes (see e.g. Ahlers et al., 
2009). Note also, that the slow belt amplitude as a function of 
the Rayleigh number is not monotonic in 2D (over the range of 
Ra ∈ [104 − 1012], see Table 3 in Appendix B and Table II in our 
previous study). Although we see a decreasing trend toward the 
highest Ra that we simulate, it cannot be ruled out a priori that 
large scale circulation does not become more important again as 
Ra increases even further - global coherent flow structures are ex-
pected also in a fully developed turbulent regime (Ahlers et al., 
2009), and for Pr = 1 a small but yet observable peak remained 
in the tres curve for all the simulated Ra (Table 2). ii) Prefer-
ential sampling due to the centrifugal effect is not observed in 
the present study, because the particle response time St is ex-
tremely small for crystals appearing in natural magmas. Moreover, 
flow vortices in 3D flows dissolve relatively fast when they are 
not confined to a 2D plane, making it more difficult to attract and 
maintain particles from any significant region.

Convective mode. For reasons stated in Section 2, we assume 
basally-heated convection in our direct numerical simulations. 
However, after hot magma is emplaced into a cavity, it begins to 
cool from all sides. If the layer of sediment forms sufficiently fast, 
consistently with our results for most cases, then the floor be-
comes insulated from the host rock (Jarvis and Woods, 1994). The 
system is then effectively cooled from above and from the sides – 
for a large aspect ratio domain it establishes a temperature pro-
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file that resembles that of internally heated fluid in a statistically 
steady state (see e.g. Sturtz et al., 2021). In Appendix C, we thus 
briefly investigate internally instead of basally heated convective 
flows. A systematic investigation of transient flows in which cool-
ing from all sides would be considered is outside the scope of the 
present paper, and would require also a treatment of the solidifi-
cation fronts growing from the boundaries.

Nucleation and growth. We simulate the motion of non-
growing particles that are initially uniformly distributed. Such a 
set-up may be representative of crystals that are transported into 
a cavity as cargo, but most magmatic suspensions are more com-
plex. Crystals are expected to form and grow either in the thermal 
boundary layers or within the bulk of the fluid, depending on the 
vertical extent of the body and on the degree of undercooling 
that is necessary for homogeneous nucleation (therefore differ-
ing for sills, chambers, and global oceans, see Irvine, 1970; Jarvis 
and Woods, 1994; Solomatov, 2015; Jerram et al., 2018). More-
over, the solidification fronts are moving as the body cools, making 
it possible for buoyant particles to be found near the floor (or 
dense particles near the roof, see e.g. Holness et al., 2017). Such 
complexities should be included in future numerical models, but 
the end-member dynamics can be expected to resemble those de-
scribed here.

Re-entrainment. Particle re-entrainment from the sedimentary 
layer back into the convective flow (Solomatov et al., 1993; Solo-
matov and Stevenson, 1993) is not considered here (see also a 
more recent study by Sturtz et al. (2021), who investigate re-
entrainment of both heavy and light particles in the context of 
a volumetrically heated fluid). As discussed in detail in our previ-
ous study, the workings of re-entrainment of natural crystals need 
to be revisited to account for the effects of compaction, particle 
cohesion, and for the non-sphericity of crystals shapes. Minerals 
rapidly form strong grain boundaries when brought into contact 
(e.g. Riedel and Karato, 1996), and new grains that heterogeneously 
nucleate at the top of the sediment are going to be difficult to en-
train, too.

7. Summary

The residence time of particles in a dilute convecting suspen-
sion may be affected by preferential sampling of local flow struc-
tures, as well as by flow-particle interaction due to large-scale 
circulation. We find preferential sampling to play a negligible role 
in thermally convecting magma. Large-scale circulation does retard 
the settling of particles with 0.02 � |vt|/urms � 2.0, but its influ-
ence decreases with increasing convective vigor, being negligible 
already for Ra ∼ 108. Together, this allows for a simple, monotonic 
description of the settling dynamics in a thermally convecting fluid 
with a high Rayleigh number (Eq. (10)).

Igneous microstructures often allow for various interpretations 
of the magmatic processes that formed them. Our Eq. (10) can be 
used to study the settling of a population of polydisperse parti-
cles, transported into a magma chamber or sill from the deeper 
crust in the form of crystal cargo. The dust-like and stone-like dy-
namic regimes give markedly different crystal size distributions in 
the later stages of settling, which can be used to constrain the con-
vective velocity of the host magma. To illustrate this, we analyze 
how olivine crystals fractionate under the condition of a static, vig-
orously convecting, and only moderately convecting magma. The 
particle size distribution in the sediment is noticeably different, 
with dominant frequencies indicating the mean fluid velocity in 
the intermediate case, i.e. when differently sized crystals from the 
investigated population fall under different dynamic regimes.
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Appendix A. Particle drift equation

In dimensional form, the Lagrangian equation of motion for a 
small massive spherical particle is (e.g. Mathai et al., 2016):

dv

dt
= β

Du

Dt
+ 1

τD
(u − v) + (1 − β)g, (16)

where τD = r2
c /(3νβ) is the particle response time and rc is the 

particle radius.
If equation (16) is multiplied by τD and one takes the limit for 

τD → 0, the solution v = u is readily obtained. This implies that 
for small values of τD the particle velocity v should be close to 
the fluid velocity u.

In the limit of small but non-vanishing τD , a perturbative solu-
tion of the above equation can be derived. In other words, Eq. (16)
can be viewed as a class of differential equations, yielding for each 
τD a different solution v := v(τD) that can be expanded into its 
Taylor series around the point τD = 0. We therefore consider that 
the solution v will be of the following form:

v = u + τD v1 +O(τ 2
D). (17)

Upon substituting this ansatz into Eq. (16), and taking into account 
the difference between the time derivative in the particle frame 
d/dt and the convective derivative D/Dt , the first-order correction 
is obtained (Mathai et al., 2016):

v = u + τD(1 − β)

(
g − Du

Dt

)
+O(τ 2

D). (18)

Note that τD(1 − β)g is the particle Stokes velocity vt. There-
fore, Eq. (18) says that the particle has a certain drift with re-
spect to the fluid velocity u. This drift is given by the par-
ticle Stokes velocity, in which the gravitational acceleration g
is corrected for the background fluid acceleration. In the non-
dimensional form, i.e. upon dividing by the characteristic velocity 
scale u∗ = √

αg�T H , Eq. (18) reads

v = u + St � + St (1 − β)
Du

Dt
+O(St2), (19)

which is the formula used in this study (drift equation). This equa-
tion is valid in the limit St � 1, or equivalently vt � � (because 
vt = St�). Note that even in this approximation particles can ac-
cumulate in specific regions of the flow. This can be seen by taking 
the divergence of the fluid velocity
10
Fig. 6. Each point represents a particle type in the St, �, β parameter space. Filled 
symbols represent particle types that are denser than the fluid (β < 1.0), empty 
symbols represent light particles (β > 1.0). Circles show simulation set C10

50 that was 
used as the reference case in Patočka et al. (2020). Triangles mark the region in the 
particle parameter space that is of our interest but was computationally unreachable 
with Eq. (5), computed in this study with the help of Eq. (7). Red lines delineate the 
slow belt when urms = 0.1, which is the value obtained for Ra = 1010 and Pr = 50.

∇ · v = St(1 − β)

(
ω2

4
− S2

)
(20)

= St(1 − β)(−∇2 p + ∂zθ), (21)

with ω = ∇×u and S = (∇u+∇uT )/2 being respectively the fluid 
vorticity field and the rate of strain tensor. Eq. (20) implies that 
particles heavier than the fluid (β < 1) accumulate (have a nega-
tive divergence of the velocity field) in strain dominated regions. 
Alternatively, Eq. (21) tells that particles accumulate in pressure 
maxima (typically occurring outside vortices), although in ther-
mally driven flows this effect has to be compared with the local 
intensity of temperature gradients (particle clustering is favoured 
by strong negative thermal gradients, a condition typically occur-
ring in thermal boundary layers).

Without the St (1 −β)Du/Dt term in Eq. (7), the particle veloc-
ity divergence is zero and particles thus cannot accumulate in any 
flow regions. This, however, does not mean that the particle con-
centration must be uniform within the model domain at all times 
(see Appendix B).

As explained in detail near Eq. (13) in our previous study, the 
numerical integration of Eq. (16) is subject to a constraint on the 
allowed time step �t , such that �t � 0.1τD (or �t � 0.1St in 
the non-dimensional formalism). This narrows the computation-
ally reachable area in the St, � space (green line in Fig. 6). Using 
Eq. (18) instead of Eq. (16) relaxes this time step constraint.

In order to see whether the use of the drift equation affects 
particle settling behaviour, we recomputed the reference simula-
tion set C10

50 from our previous study, using a larger numerical time 
step and employing Eq. (16) for particle types with τD > 10 �t (re-
sults for these particle types are circled in Fig. 7). As is apparent 
from Fig. 7, and from its comparison to Fig. 8 in our previous study, 
the perturbative solution (18) results in the same settling statis-
tics as when Eq. (16) is employed, with the f -distribution being 
the same regardless of which equation was applied to advance the 
particle trajectories (the f -distribution has a similar meaning as 
half the normalized residence time plotted in Fig. 1 in the main 
text).

Therefore, in this study we use the drift equation, Eq. (18), that 
allows us to move to the desired region in the model parameter 
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Fig. 7. Average settling behaviour for the simulation set denoted as C10
50 in Fig. 6, 

represented by the f -distribution (Eq. 19 in Patočka et al., 2020). Blue symbols 
stand for the particle types denser than the fluid (filled circles in Fig. 6), orange 
symbols denote particles lighter than the fluid (empty circles in Fig. 6). Particle 
types whose dynamics were computed using Eq. (7) instead of Eq. (5) are circled in 
green.

Table 3
Peak value of the normalized mean residence 
time, 2D.

Ra Pr = 1 Pr = 10 Pr = 100

105 >108 (65%) >16 (65%) >25 (66%)
107 >22 (73%) 3.4 2.2
109 2.1 6.3 2.5

space, i.e. to the region of interest for investigating cooling magma 
reservoirs (set A in Fig. 6).

Appendix B. 2D artefacts

Table 3 is analogous to Table 2, only this time the simulations 
are performed in 2D geometry, i.e. it is assumed that the flow does 
not change along the y-direction. For identical flow parameters, the 
mean residence times are significantly higher, with the exception 
of the case with Ra = 107, Pr = 100. Note that the values of tres
are subject to uncertainties related to flow fluctuations. For the 
same Ra and Pr, two thermal convection simulations may develop 
different flow structures and also the mean properties of the flow 
may slightly vary due to changes in the number or relative sizes of 
convection cells (e.g. Patočka et al., 2018). A thorough evaluation 
of these uncertainties is computationally expensive, as it implies 
ensemble averaging over different simulations and it goes beyond 
our current numerical capabilities. Based on a few test cases, we 
estimate tres to vary by up to 20%, with some Ra and Pr com-
binations yielding a larger variance than other combinations. This 
could explain the exceptional case of Ra = 107 and Pr = 100, but 
the relatively small value of max(tres) = 2.2 in 2D could also be 
related to the shape and birth frequency of plumes in this range 
of flow parameters (see Section IVc and Video S5 in our previous 
study).

Note also that unlike in Table II in our previous study, here we 
only provide one value for each Ra and Pr, because there is no tres
splitting for the light vs. heavy particle types, because St values are 
much smaller in this paper (cf. Fig. 6).

In Fig. 8, we show a snapshot from 2D simulation with Ra =
105 and Pr = 10. The convective cells force particles into regu-
lar trajectories. A similar effect is nicely illustrated for the case 
of cellular flow by Weinstein et al. (1988), who show that the 
streamlines of u + v t contain retention zones, in which the ini-
tial concentration of particles is maintained, while elsewhere in 
the flow particle concentration goes to zero (see also the clas-
sical works of Stommel, 1949; Maxey, 1987). While the stronger 
upwelling in Fig. 8 cuts the overlying particle cloud into two sub-
domains from which there is no escape in the plotted vt / urms
range, the less strong upwelling maintains a particle cloud with 
a time-decreasing concentration, because particles eventually fall 
down its conduit (see the dots near the root of the upwelling).

In Fig. 9, we compare the normalized settling curves for the 3D 
simulation with Ra = 104 and Pr = 10, studied in the main text, 
11
Fig. 8. Particles that are still suspended at the time t ≈ 1000 in 2D basally 
heated convection with Ra = 105, Pr = 10. Only the particle types satisfying 0.3 <
vt/urms < 3.0 are plotted.

Fig. 9. The percentage of settled particles as a function of time. Each line represents 
one of the 201 particle types, only those with 0.2 < |vt|/urms < 2.0 are shown. 
The x-axis represents the terminal distance, t vt , solid black line is the Stokes’ law, 
i.e. the solution for sinking in a quiescent fluid.

with those from the 2D convection depicted in Fig. 8. Each parti-
cle type is represented by one line, and only the types satisfying 
0.02 � |vt|/urms � 2.0 are plotted. The settling curves can typically 
be separated into two stages: in the first stage the fluid sweeps 
particles from regions that lie outside the retention zone, and the 
second stage describes the slow (or no) settling from the reten-
tion zone. The percentage of particles that settle in the first-stage 
is positively correlated with |vt|/urms, and the normalized settling 
rates become increasingly smaller in the second stage as |vt|/urms
is increased (cf. also Fig. 3b from the main text).

Although the mean properties of the 3D flow analyzed in Fig. 9
are also stationary (Ra = 104), the obtained settling curves are 
steeper in the second stage when compared to the completely 
flat settling curves obtained for the 2D convection, although its 
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Fig. 10. Same as panels a) and b) in Fig. 3, only here the convection is internally driven, with the equivalent Rayleigh number being 105, and for a higher Prandtl number 
Pr = 100. This time we show also the distribution of light particles with vt/urms = −0.4 (blue dots). These particles are focused in a two spherical clouds centred at conduits 
of the two dominant downwellings, and are deposited preferentially at their roots.
Rayleigh number is higher (105). It illustrates the effective impris-
oning of particles in 2D stationary flows.

The mean residence times are larger in 2D also for non-
stationary convection. Even when large-scale structures have time 
evolving shape and move horizontally within the model domain, 
2D convective rolls effectively drag particle clouds along when out-
of plane motion is prohibited. This is illustrated by the slow belt 
amplitude being still significant for Ra = 109 and higher, see our 
previous study, while for the same flow parameters we do not ob-
serve settling retardation in 3D geometry.

Appendix C. Internally heated convection

In Fig. 10, we repeat the simulation with Ra = 105 and Pr = 10, 
only this time the heat is provided entirely via uniform internal 
heating instead of from below. That is, the bottom temperature 
boundary condition is no-flux instead of fixed value, and a spatially 
uniform heat production per unit mass S is set such as to make the 
internal heating Rayleigh number, RaIH := αg S H5/(νκ2cp), equal 
to 105.

Due to active cooling from above, the downwellings are strong 
in the statistically steady state and dominate the flow, while up-
wellings serve merely as a return flow that is being pushed by the 
descent of cold material. As a result, the rising of light particles is 
strongly affected by the large-scale flow, because light particles are 
prevented from reaching the top boundary by the dominant down-
ward current. The settling of heavy particles, on the other hand, is 
much less inhibited by the passive return flow (Fig. 10b).

The asymmetry of the flow causes the mean residence time 
to differ for the light with respect to the heavy particle types 
(Fig. 11), but this tres splitting is unrelated to preferential sam-
pling, i.e. unrelated to the centrifugal effect described in Section 
IV(B) of our previous study.

Worth noting is the local maximum of tres observed for Ra =
105 and Pr = 10 near |vt| ∼ 3urms. We sometimes obtained simi-
lar local peaks also for basally heated, Ra = 105 convection, when 
the simulation was not in a statistically steady state yet. These 
peaks can be caused by a thick, stable current with a nearly ver-
tical velocity vcurr that is larger than the mean velocity of the 
flow, vcurr > urms. Particles with vt ∼ −vcurr then nearly stay in 
place inside such a current, locally increasing tres near vt/vcurr (see 
e.g. the yellow particles in Fig. 8).

As Ra is increased, the mean residence time in Fig. 11 con-
verges to Eq. (13), confirming the applicability of our high-Ra
model also to different convective modes. Note, however, that for 
12
Fig. 11. Same as Fig. 1, only here for internally instead of basally heated convection. 
Because of flow asymmetry, the residence times are different for the light and for 
the heavy particle types (empty circles vs. filled triangles). As Ra increases, tres

approaches the high-Ra model from Eq. (13). Prandtl number is equal to 10 in all 
three simulations.

the highest Ra that we simulate (109), the flow asymmetry still 
generates a non-negligible light-heavy splitting of tres, and also a 
non-zero slow belt amplitude can still be noticed. Confirming the 
robustness of our high-Ra model is thus left to future numerical or 
analogue experiments with a yet higher Ra. When estimating urms
for a high-Ra convection with internal heating, Eq. (15) should be 
replaced with an appropriate power-law (Wang et al., 2021).

Appendix D. Supplementary material

Supplementary material related to this article can be found on-
line at https://doi .org /10 .1016 /j .epsl .2022 .117622.
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