
1. Introduction
Modeling of broadband strong ground motions is traditionally performed using kinematic methods that prescribe 
slip rates along the fault (e.g., Ameri et al., 2012; Frankel, 1991; Gallovič, 2016; Graves & Pitarka, 2016). Their 
simplicity and tractability justify their widespread use despite being possibly incompatible with rupture dynam-
ics. Nevertheless, applications of kinematic modeling identify essential features required to fit earthquake ground 
motions. For example, the radiation of high-frequency waves must be sustained throughout the whole rupture 
process duration, have an omega-square spectrum, and be significantly incoherent to weaken high-frequency 
directivity (e.g., Bernard et al., 1996; Gallovič & Burjánek, 2007; Pacor et al., 2016).

Dynamic rupture modeling is a viable, physically consistent alternative. Although it has been proven successful 
for modeling low-frequency (<1 Hz) data (e.g., Ma et al., 2008; Olsen et al., 2008), it has several limitations that 
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prevent broader applicability in practice where simulations toward broadband frequencies (5–10 Hz) are required. 
Dynamic simulations quickly become numerically overwhelming when aiming at higher frequencies and large 
magnitude earthquakes. Therefore, dynamic simulations are typically used for low-frequency ground-motion 
modeling and combined with stochastic Green's functions at high frequencies (Akinci et  al.,  2017; Galvez 
et al., 2021). The dynamic models are also used to guide kinematic models. For example, the observed constant 
stress-drop scaling of static crack models is the basis of composite earthquake models (Boatwright,  1988; 
Frankel, 1991). Irikura and Miyake (2011) introduced a kinematic model based on inhomogeneous static stress-
drop distribution with high-slip asperities generating strong motions in low background slip. Dynamic models 
have also been used to infer statistical dependencies of selected rupture parameters (slip, slip rates, rupture veloc-
ity) to develop so-called pseudo-dynamic models, kinematic models that emulate fully dynamic rupture simu-
lations (Guatteri et al., 2004; Mai et al., 2017; Mena et al., 2012; Savran & Olsen, 2020; Schmedes et al., 2013; 
Song et al., 2014; Tinti et al., 2005). Recently, Pitarka et al. (2022) used dynamic rupture modeling to improve 
their kinematic modeling of the M7.1 2019 Ridgecrest, California, earthquake by introducing smooth slip-rate 
functions at shallow depths.

Introducing high-frequency radiation in dynamic rupture models to simulate broadband data (0–10 Hz) is a chal-
lenging problem. As also demonstrated here, simple elliptical models with constant or smooth dynamic param-
eters do not generally radiate an omega-square source spectrum, but instead generate depleted high-frequency 
strong ground motions (Kaneko & Shearer, 2015; Madariaga, 1976; Oral et al., 2022). Madariaga (1977) associ-
ated local omega-square radiation with abrupt changes in rupture velocity due to, for example, frictional or stress 
heterogeneity (Pulido & Dalguer, 2009). Numerical experiments with self-similar initial stress distributions along 
planar faults (keeping frictional parameters constant or smooth) improve the high-frequency radiation, but still 
not enough, mainly for frequencies above 1–2 Hz (e.g., Andrews & Ma, 2016; Baumann & Dalguer, 2014; Oral 
et al., 2022; Ripperger et al., 2007). Note that although Valentová et al. (2021) considered all dynamic parameters 
to vary smoothly along the fault, they still underestimated spectral accelerations (SAs) above 1–2 Hz with respect 
to a ground motion model (GMM, Boore et al., 2014). The variations were either not strong enough or spatially 
correlated, suggesting that ad-hoc spatial variability does not guarantee sufficiently strong high-frequency source 
radiation.

The effects of sharp changes in fault geometry (kinks, roughness) represent a viable solution to the high-frequency 
source radiation issue (e.g., Adda-Bedia & Madariaga, 2008; Dunham et al., 2011). Shi and Day  (2013) and 
Withers et al. (2019) performed numerical experiments with 3D nonplanar (rough) faults, obtaining omega-square 
source spectrum, complex radiation, and synthetics compatible with GMM up to 5 Hz. The geometrical fault 
roughness introduces rupture bursts of decelerating and accelerating rupture (up to super-shear speeds) that are 
not observed on geometrically planar fault models with smooth properties (i.e., Bruhat et al., 2016). Nevertheless, 
self-consistently accounting for small-scale fault roughness and other effects requires powerful supercomput-
ers (Shi & Day, 2013; Taufiqurrahman et al., 2022), still preventing widespread use in ground motion studies 
where many rupture scenarios are needed. Moreover, as Beeler (2023) notes, geometrical roughness assumed in 
dynamic rupture modeling still oversimplifies the role of natural shear zone structure in earthquake faulting at 
short wavelengths.

A promising alternative to improve high-frequency radiation is introducing fractal stress and frictional proper-
ties, as also suggested by in-situ fault rock investigations (Miyamoto et al., 2022). Mikumo and Miyatake (1978) 
numerically demonstrated how non-uniform friction results in irregular rupture propagation. Ide and Aochi (2005) 
introduced a model with hierarchical slip-weakening distance Dc in the slip-weakening friction law (Figure 1a) 
on a planar fault, based on laboratory experiments with rough frictional surfaces and theoretical reasoning by 
Ohnaka (2003). Therein, Dc represents the size of a “local asperity” due to the unmodelled/neglected small-scale 
fault roughness with a self-affine fractal distribution. Their Dc map is generated using a random distribution of 
circular patches along the fault with number-size distribution following the power law of natural fault topogra-
phies. In the slip-weakening friction, fracture energy Gc (energy rate required to advance the rupture) is propor-
tional to slip-weakening distance Dc and strength of the fault. Since Ide and Aochi (2005) considered constant 
strength, their Gc followed the same distribution as Dc, and thus Gc was connected to the fractal dimension of the 
fault topography, too. Using theoretical considerations from fracture mechanics, Ripperger et al. (2007) explain 
why the variability of fracture energy affects the rupture propagation complexity more than the variability of 
initial stress: since the crack tip equation of motion involves stress intensity factor, which is evaluated as an inte-
gral of past initial stresses, and a local value of Gc, the initial stress affects the rupture propagation more smoothly.
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Ide and Aochi (2005) proposed that their model explains many macroscopic properties of earthquakes, such 
as magnitude-frequency and magnitude-duration scaling laws. Okuda and Ide (2018) showed that the hier-
archical rupture growth predicted by the Ide and Aochi's model is compatible with the observed weak initial 
parts of the waveforms; see also Ide  (2019). In this model, the scaling of fracture energy with magnitude 
(e.g., Abercrombie & Rice,  2005) is interpreted as being due to the advancing rupture penetrating areas 
with progressively larger Gc. In addition, Renou et al. (2022) showed that the Ide and Aochi's model repro-
duces general characteristics of the rupture acceleration (development) phase empirically inferred by Renou 
et al. (2019).

The original model of Ide and Aochi (2005) was defined as fractal and random at all scales without any deter-
ministic component. In practical applications, it will be helpful to preserve the large-scale properties of the 
model imposed in a deterministic way using, for example, low-frequency dynamic source inversions (Aochi & 
Twardzik, 2020; Fukuyama & Mikumo, 1993; Gallovič et al., 2020; Herrera et al., 2017; Peyrat & Olsen, 2004; 
Ruiz & Madariaga,  2013) or a generator of low-frequency dynamic scenarios (Aochi & Ide,  2014; Aochi & 
Ulrich, 2015; Harris et al., 2021; Valentová et al., 2021). Therefore, here we aim to introduce random small-scale 
perturbations to large-scale (low-frequency) dynamic rupture models, requiring:

•  the high-frequency radiation is produced throughout the whole rupture propagation,
•  the moment rates and the apparent moment rates have omega-square Fourier spectra,
•  for different random realizations of the small-scale perturbations, the large-scale rupture propagation and 

low-frequency radiation are affected as little as possible.

We propose such a model, building upon the Ide and Aochi (2005) approach, taking advantage of introducing the 
effects of fractal rupture surface while keeping the efficiency of the simulations on a planar fault. To intensify 
the incoherence in the rupture propagation, we introduce additional variations of stress and strength correlated 
with those of Dc.

The rest of this paper is structured as follows. After introducing the approach, we demonstrate its performance on 
a smooth elliptical Mw 6.3 dynamic model and a relatively smooth dynamic model of the 2016 Mw 6.2 Amatrice 
earthquake inferred by a low-frequency data inversion. We demonstrate that the required properties specified 
above are satisfied and that the small-scale variations lead to an improved fit of real-data recordings of the 
Amatrice earthquake and Central Italy GMM in a broad frequency range (0–10 Hz).

Figure 1. Schematics of the dynamic rupture model considered in this paper. (a) Diagram illustrating the slip-weakening 
friction law (Andrews, 1976; Palmer & Rice, 1973) with the following notation: initial stress τ0, dynamic stress τd, 
prestress above dynamic stress τi, strength τs, static friction coefficient μs, dynamic friction coefficient μd, normal stress σn, 
slip-weakening distance Dc, final slip ∆u, fracture energy Gc (Equation 1), and friction drop ∆μ = μs − μd. (b) Scheme of the 
template consisting of fractal patches. Each patch is characterized by scaled dynamic parameters as illustrated in the friction 
law diagrams below (see text). (c) An example of template δ used to alter a smooth original dynamic rupture model (see text).
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2. Method
We assume that the shear stress evolution on the fault plane is governed by the slip-weakening friction law 
(Andrews, 1976; Palmer & Rice, 1973; see the diagram illustrating the friction law in Figure 1a). The stress 
increases from prestress τ0 until it reaches strength τs. With increasing fault slip, the frictional stress then decreases 
linearly with increasing slip up to characteristic slip Dc, after which the strength remains constant at its dynamic 
value τd (considered here constant along the fault). In the slip-weakening friction law, fracture energy Gc, here 
the same as breakdown work density, is the energy per unit area expended in the rupture process to weaken the 
fault from static to dynamic friction while the slip reaches Dc (Day, 1982; Kanamori & Brodsky, 2004). Fracture 
energy for the slip-weakening friction reads (see Figure 1a)

𝐺𝐺c =
1

2
(𝜏𝜏s − 𝜏𝜏d)𝐷𝐷c, (1)

The S-parameter (also called strength parameter), expressing the strength excess to stress drop ratio, was defined 
by Das and Aki (1977) as

𝑆𝑆 =
𝜏𝜏s − 𝜏𝜏0

𝜏𝜏0 − 𝜏𝜏d
. (2)

Friction drop ∆μ is defined as

∆𝜇𝜇 = (𝜏𝜏s − 𝜏𝜏d)∕𝜎𝜎𝑛𝑛 (3)

where σn is the normal stress (see Figure 1a).

We assume a deterministic rupture model at the scale of the fault size to be known a priori. The showcase tests 
are (a) an ad-hoc dynamic crack model with approximately constant rupture velocity and (b) a dynamic model 
inferred by a low-frequency dynamic source inversion. For the smooth large-scale dynamic models, we devise 
small-scale random fractal perturbations of the dynamic parameters to enhance their high-frequency radiation, as 
explained in the Introduction. The minimum wavelength of the smooth model thus represents the characteristic 
length scale at which the fractal distribution breaks.

We first introduce a random fractal template to generate variations of Dc, which follows the model of Ide and 
Aochi (2005). To intensify the resulting incoherence of the rupture propagation, we apply the same realization 
of the fractal template to introduce variations of also strength and initial stress, thus being correlated with Dc. 
Eventually, we combine the fractal variations of the dynamic parameters with the large-scale dynamic model.

2.1. Fractal Template

Ide and Aochi (2005) introduced a fractal fracture energy model composed of overlapping randomly distributed 
multiscale circular patches with a number-size distribution of fractal dimension D = 2,

𝑁𝑁(𝑟𝑟) ∝ 𝑟𝑟
−𝐷𝐷

. (4)

They proposed that the characteristic slip-weakening distance inside each patch is proportional to the radius of 
the patch, and used the minimum slip-weakening distance over the overlapping patches. They realized the distri-
bution by discrete patch levels, n = 1…nlevels, where level n = 0 corresponds to the background (parts of the fault 
not overlapped by the patches). The radius of the patches at level n is

𝑟𝑟𝑛𝑛 = 2−𝑛𝑛𝑟𝑟0, (5)

and the number of n-level patches equals

𝑁𝑁𝑛𝑛 = 2
𝐷𝐷𝑛𝑛
𝑁𝑁0. (6)

Here r0 and N0 are parameters of the distribution.

We follow this approach to build our non-dimensional function, called template δ, to be applied to a smooth 
model. The template is composed of randomly distributed circular patches on a unit background on the fault 
plane as described above. We assume the n-th level patch has value δn = rn/r0 = 2 −n, so that the background value 
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δ0 = 1. Since the patches may overlap, the smallest patch δn value is considered as δ at each point on the fault. For 
an illustration of the template construction, see Figure 1b.

The background parameters r0 and N0 correspond to the properties of the whole fault (r0 ∼ fault size, N0 = 1). 
However, in our application, the template will be superposed on a large-scale dynamic model, whose characteris-
tics are to be preserved (see Introduction). Therefore, the zero-level parameters r0 and N0 need to be smaller. By 
numerical experimenting (see also Discussion), we found that suitable values of r0 and N0 for a fault of length L 
and width W are

𝑟𝑟0 = 1∕8min(𝐿𝐿𝐿𝐿𝐿 )𝐿 (7)

and

𝑁𝑁0 = 𝐿𝐿∕𝑊𝑊 . (8)

An example of the fractal template δ is shown in Figure 1c. Table S1 in Supporting Information S1 presents a 
pseudocode describing the template generation procedure.

2.2. Perturbation of a Smooth Model by the Fractal Template

Denoting the smooth distribution of slip-weakening distance 𝐴𝐴 𝐴𝐴smooth

c  , the perturbed model Dc is obtained simply 
by multiplication with the template δ,

𝐷𝐷c = 𝑐𝑐D𝐷𝐷
smooth

c 𝛿𝛿𝛿 (9)

where cD is a proportionality parameter (scalar constant).

For the initial stress τi and friction drop ∆μ of the perturbed model (see Figure 1a), we propose variations follow-
ing the same realization of the random template δ,

𝜏𝜏𝑖𝑖 = 𝑐𝑐𝜏𝜏1𝜏𝜏
smooth
𝑖𝑖

(

1 − 𝑐𝑐𝜏𝜏2

log
min(𝛿𝛿)

𝛿𝛿

logmin(𝛿𝛿)

)

 (10)

and

∆𝜇𝜇 = 𝑐𝑐∆𝜇𝜇1∆𝜇𝜇
smooth

(

1 + 𝑐𝑐∆𝜇𝜇2

log
min(𝛿𝛿)

𝛿𝛿

logmin(𝛿𝛿)

)

 (11)

where cτ1 and cμ1 are constant proportionality parameters. The formulas introduce perturbations to initial stress 
τi within 100% of 𝐴𝐴 𝐴𝐴𝜏𝜏1𝜏𝜏

smooth

𝑖𝑖
 for the smallest patches and (1 − cτ2) × 100% for the background. Likewise, friction 

drop ∆μ (i.e., strength) varies between 100% of c∆μ1∆μ smooth for the smallest patches and (1 + c∆μ2) × 100% for 
the background. The perturbations are thus correlated with perturbations in Dc, but the template is rescaled by 
the logarithms to represent relative perturbations rather than absolute ones (i.e., we do not apply any additional 
random variations). The general increase of strength and decrease of stress for a given δ ensures that no addi-
tional nucleating areas where prestress exceeds strength will be introduced in the perturbed model. In contrast 
to Dc, the perturbation in strength and initial stress is locally smaller, the smaller δ is, that is, the smaller is the 
size of the template patch (see also the schematic friction diagrams in Figure 1b). Note that the large strength 
and Dc at the  largest patches, which increase fracture energy Gc, are partially compensated by the decrease of 
strength and Dc at the superposed smaller patches. This approximate preservation of average Gc is crucial not to 
alter the large-scale rupture propagation, which is controlled by the fracture energy in the first place (Guatteri & 
Spudich, 2000).

Regarding the particular choice of the parameters, larger cτ2 and c∆μ2 decrease the initial stress and increase 
strength, respectively, thus they both tend to suppress the rupture. Values of cτ1 and c∆μ1 have to be selected with 
caution because nucleations at other parts of the fault can appear if different from 1. Making cD larger than 1 also 
suppresses the rupture due to increasing the fracture energy. Nevertheless, suitable values are a matter of individ-
ual application and thus we consider them as tuning parameters.
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As an example, Figure  2a shows the smooth distribution of the slip-weakening distance, initial stress, and 
strength drop together with their perturbed counterparts, assuming the template of Figure 1c and parameters 
listed in Table 1. The cross-sections shown in Figure 2b further illustrate the resulting variability of the dynamic 
parameters.

Figure 2. Dynamic rupture parameters of the elliptical source model example. (a) Along-fault distribution of parameters (see legends) for smooth and fractal dynamic 
models, respectively. Blue line delineates the negative strength excess (nucleation) area. Black line is the contour of final slip distribution dictated by the prescribed 
high-strength elliptical boundary. (b) Cross-sections of the respective parameters through the middle of the fault, see legend.
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2.3. Modeling Rupture Propagation and Seismic Waveforms

We utilize freely available dynamic earthquake rupture modeling software FD3D_TSN (Premus et al., 2020). It 
employs a fourth-order finite-difference method to solve the elastodynamic equation on a 3D regular staggered 
grid with traction-at-split-node implementation of the frictional boundary condition at the fault surface (Dalguer 
& Day, 2007). Artificial absorbing boundaries are realized by perfectly matched layers (PML, Berenger, 1994) 
in a split formulation (Kristek et al., 2009). An optional free surface is implemented using the stress imaging 
technique (Graves, 1996). The code utilizes GPU acceleration to speed up the simulations significantly. It was 
validated within Southern California Earthquake Center (SCEC) community benchmarks (Harris et al., 2018), 
and employed in dynamic inversions (Gallovič et al., 2019a, 2019b, 2020; Kostka et al., 2022) and scenario simu-
lations (Gallovič & Valentová, 2020; Valentová et al., 2021).

Waveforms can be calculated following the representation theorem by convolving the slip rates resulting from 
the dynamic simulations with Green's functions (GFs). Here we use GFs pre-calculated for a 1D layered velocity 
model using Axitra (Cotton & Coutant, 1997). Nevertheless, more realistic GFs calculated in a 3D medium can 
also be used, or the resulting kinematic model (slip rates) can be implemented in any 3D wave propagation simu-
lation. In this way, complex wave propagation phenomena such as basin effects or scattering in random media 
could be incorporated in the synthetics.

3. Results
Here we present two showcase examples, comparing smooth models with their perturbed counterparts and illus-
trating how the requirements specified in the Introduction are fulfilled. The first example assumes a smooth 
Mw 6.3 elliptical rupture model and demonstrates the performance and stability of the proposed random fractal 
perturbations. In the second application, we superimpose the fractal perturbations to a smooth dynamic rupture 
model of the 2016 Mw 6.2 Amatrice earthquake inferred by low-frequency (<0.5 Hz) inversion of near-source 
seismograms. The second example illustrates the performance of the proposed approach in more realistic appli-
cations, including comparison with broadband data and an empirical GMM. For the sake of simplicity, we set the 

Table 1 
Model and Computational Parameters Considered for the Mw 6.3 Elliptical and 2016 Mw 6.2 Amatrice Earthquake Models

Parameter Elliptical Amatrice

General

 Fault mechanism (strike/dip/rake) – 155°/45°/−85°

 Fault dimensions (length × width) 16.384 km × 8.192 km 30 km × 14 km

 Fault top depth – 0 km

 Normal stress 100 MPa 8.5 MPa/km

FD3D_TSN

 Spatial discretization 32 m 30 m

 FD half-domain grid size (along strike × normal × along-dip) 512 × 300 × 256 1,000 × 200 × 466

 Duration of slip-rate functions 10 s 12 s

 Time step 0.001 s 0.0005 s

 Maximum useable frequency 10 Hz 10 Hz

Parameterization of the fractal variations

 Discretization grid (along-strike × along-dip) 257 × 129 385 × 225

 Number of fractal levels nlevels 5 5

 Proportionality parameters cD, cτ1, c∆μ1 1 1

 Initial stress perturbation parameter cτ2 0.2 0.2

 Strength perturbation parameter c∆μ2 0.4 0.4

Note. Some parameters do not apply to the elliptical model, which is considered in a homogeneous space.
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proportionality parameters cD, cτ1, and cμ1 equal to 1 in both cases. The other 
parameters are summarized in Table 1.

3.1. Elliptical Model

We assume a planar fault governed by the slip-weakening friction law 
in a homogenous isotropic Poissonian medium with P-wave velocity 
vP = 6 km and density ρ = 2.71 g/cm 3. We prescribe constant normal stress 
σn = 100 MPa, dynamic stress τd = 40 MPa and frictional cohesion of 0.5 MPa 
everywhere on the fault. For the smooth model, we assume constant initial 
stress 𝐴𝐴 𝐴𝐴smooth

𝑖𝑖
= 10 MPa oriented upwards in Figure 2 and constant friction 

drop ∆μ smooth = 0.15 (and thus constant strength 𝐴𝐴 𝐴𝐴smooth
s = 55  MPa) inside an 

ellipse with size corresponding to the size of the fault. The ellipse is delim-
ited by a barrier with a high (unsurpassable) strength of 550 MPa.

We prescribe a linearly increasing slip-weakening distance from a small nucle-
ation patch. Such a model generally allows an approximately constant rupture 
velocity (Aochi & Ide, 2004; Kaneko & Shearer, 2015; Oral et al., 2022) and 
a relatively small nucleation patch, preventing overly strong nucleation that 
would contaminate the rest of the spontaneously propagating rupture (Galis 
et al., 2015). We define an ad-hoc model with

𝐷𝐷
smooth

c (𝜌𝜌) = 0.05[m] + 0.08𝜌𝜌[km], (12)

where ρ is the distance from the assumed nucleation, see Figure 2. The nucle-
ation is realized by setting initial stress 10% above the strength on a patch 
of 150 m × 150 m at point 4.096 and 2.048 km along strike and along dip, 
respectively.

The numerical discretization for FD3D_TSN is listed in Table 1. We note 
that a relatively small box surrounding the fault minimizing the computa-
tional demands of the rupture simulation is assumed thanks to the efficacy 
of the employed PML nonreflecting boundaries. The dynamic parameters 
are defined on an about twice coarse grid as the finite-difference grid (see 
Table 1). We resample the values using bilinear interpolation. The dynamic 
simulation is finished in about 4 min on a single Nvidia RTX-2070 graphic 
card.

The dynamic parameters on the finite-difference grid are shown in Figure 2a 
(left), including the fracture energy (Equation 1) and the S-parameter (Equa-
tion 2). In this setting, the fracture energy increases linearly away from the 
nucleation. The S-parameter inside the ellipse has a constant value of 0.5, 
considered low-to-mid in parametric studies and corresponding to more ener-
getic, possibly supershear ruptures if Dc was constant (e.g., Galis et al., 2015).

Figure 3 (left) and Movie S1 show snapshots of the resulting rupture evolution, demonstrating the prescribed 
weak nucleation and a smoothly propagating rupture at an approximately constant speed, which is slightly higher 
in the in-plane (up-dip) than in the anti-plane (along-strike) direction (see also rupture velocity in Figure 4a left). 
The constant speed is preserved because the fracture energy suitably increases with distance. Kinematic param-
eters of the rupture in Figure 4a (left) show crack-like static slip distribution. The resulting moment magnitude 
of this event is Mw 6.3.

Next, we add fractal variations to the dynamic parameters following Equations 9–11 with parameters listed in 
Table 1. The perturbed distributions are shown in Figure 2a (right). Note that the perturbations implicitly modify 
both fracture energy Gc and the S-parameter. In this case, we slightly shift the prescribed nucleation to the nearest 
patch with the smallest Dc. Figure 2b shows cross-sections through the middle of the fault, comparing the smooth 
and fractal parameters for ease of demonstration.

Figure 3. Snapshots of the rupture propagation for the elliptical source model 
(see also Movie S1). The left and right panels correspond to models with 
smooth and fractal distributions of dynamic parameters, respectively (see 
Figure 2). Note the different color scales.
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Figure 3 (right) and Movie S1 show the snapshots of the rupture propagation. Starting from the small nucleation 
area with low Gc, the rupture finds its way through similar low Gc areas. As it grows further, the energy release 
rate increases, surpassing the generally increasing fracture energy at the crack tip. The rupture could be stopped 
at large-Gc areas, but it gains an additional push by triggering the overlaid small patches with smaller Gc and 

Figure 4. Kinematic rupture parameters of the elliptical source model. (a) Along-fault distribution of parameters (see legend) for smooth and fractal dynamic models, 
respectively (see Figure 2). Blue line delineates the negative strength excess (nucleation) area. Black line is the contour of final slip distribution. (b) Cross-sections of 
the respective parameters through the middle of the fault, see legend.
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strength, and larger stress drop. Due to the dependence of the strength on Dc, the rupture can also jump over areas 
with large Gc (and thus with larger strength) to a small patch with lower Gc and strength, becoming more energetic 
and eventually rupturing the previously bypassed area. We note that the peak slip rates of the fractal model can 
significantly exceed those of the smooth model.

In terms of kinematic rupture parameters shown in Figure 4, the slip distributions of the smooth and fractal 
models are alike. Contrarily, the stress drop, peak slip rate, and rupture speed of the fractal model are highly 
variable, including small areas of supershear rupture propagation. Wiggles on the rupture time distributions, best 
visible on the cross-section in Figure 4b, express the rupture jumps during the faulting.

Regarding the radiation of seismic waves, Figure 5a explores the seismic moment release rate calculated 
by integrating the slip rates along the fault up to 10 Hz. In addition to the smooth model, Figure 5a shows 
moment release rates for five different realizations of the random fractal perturbations (i.e., random spatial 
distribution of the patches). The apparent moment rates correspond to the far-field displacements, but the 
high-frequency effects are especially important for accelerations. The far-field accelerations correspond to 
the second time derivative of the moment release rate, hereinafter called moment jerk. Figure 5a shows that 
the smooth model produces only three significant peaks in the moment jerk related to the stopping phases 
from the rupture hitting the ellipse's left, top, and right edges. In contrast, the fractal models result in heter-
ogeneous rupture propagation associated with episodes of abrupt changes of slip and rupture velocities, 
producing bursts of multiple peaks throughout the whole duration of the rupture process, which overlay 
the stopping phases. Figure  5a also shows the Fourier spectra of the moment jerks, further demonstrat-
ing the similarity of the spectra with the smooth model at low frequencies and the enhanced radiation of 
high-frequency energy of the fractal model, yielding omega-square spectral decay (expressed as a plateau 
in the moment jerk spectrum), in contrast to the smooth model with a faster decay. We point out that the 

Figure 5. Analysis of the radiation of the elliptical dynamic source model. (a) Moment rate functions, their second-time derivatives (jerks), and spectra corresponding 
to the model with smooth parameters (thick line) and six random realizations of the fractal small-scale perturbations (thin lines). One of the realizations corresponds to 
the model presented in Figures 2–4. Note the high-frequency spectral plateau corresponding to omega-squared radiation of the fractal models within the entire rupture 
duration and the stability of the behavior concerning the random realization of the fractal perturbations. (b) Apparent moment rates, their second-time derivatives 
(jerks), and spectra for three receiver stations at 50 km distance from the fault center in the forward, backward, and perpendicular directions with respect to the 
predominant rupture propagation, assuming smooth (left) and one of the fractal (right) distributions of the dynamic rupture parameters. The fractal model is the same as 
in Figures 2–4. Note that the high-frequency omega-squared radiation is persistent within the apparent duration for all receivers, unlike in the case of the smooth model 
exhibiting stronger spectral decay and intervals of no high-frequency radiation.
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same features are present for all the random realizations, demonstrating 
the stability of the proposed approach to enrich the smooth model by 
small-scale irregularities.

Similar behavior can be observed for the S-wave apparent source time func-
tions (ASTF) for three virtual receivers located in the forward and backward 
rupture directions and perpendicular to the fault. Figure 5b shows the ASTFs 
and their second time-derivatives (apparent moment jerks) corresponding to 
far-field displacements and accelerations, respectively. Fourier spectra of the 
latter are displayed, too. The ASTFs exhibit the standard shortening of the 
apparent duration and increase of the peak amplitude for the forward directiv-
ity receiver for both the smooth and fractal models. Nevertheless, the fractal 
model is again associated with stronger high-frequency radiation expressed 
by the larger amplitudes of the apparent moment jerks and stable spectral 
plateau for all receivers' directions. We also point out the high-frequency 
radiation efficacy throughout the rupture process (best visible in the numer-
ous moment jerk peaks) in contrast to the distinct three stopping phases of 
the smooth model.

3.2. The 2016 Amatrice (Italy) Earthquake

The Mw 6.2 Amatrice earthquake was the first of three mainshocks of the 
2016 Central Italy seismic sequence (e.g., Chiaraluce et  al.,  2017; Cirella 
et al., 2018; Kheirdast et al., 2021; Pischiutta et al., 2020; Pizzi et al., 2017; 
Ragon et al., 2019; Tinti et al., 2016). Among many source studies, Gallovič 
et al.  (2019b) inferred a dynamic rupture model using the dynamic source 
inversion technique, considering waveforms at frequencies below 1 Hz from 
20 stations within 50 km from the fault (Figure 6). The dynamic parameters 
were considered heterogeneous along the fault, bilinearly interpolated from 
a 2.5  km  ×  2  km coarse grid of so-called control points. In the Bayesian 
source inversion, the control-point parameter values were optimized using a 
Markov Chain Monte Carlo approach. Here we adopt the starting model of 

Taufiqurrahman et al. (2022) from an updated inversion as the smooth model to be enriched by the small-scale 
fractal perturbations, see Figure 7.

We assume 500 random realizations of fractal templates (i.e., spatial distribution of the patches) and apply 
them to the smooth model following Equations 9–11, considering parameters in Table 1. We run the dynamic 
rupture simulation (see Table 1 for further details on numerical setup) for each realization and calculate wave-
forms, considering the 1D velocity model of Gallovič et  al.  (2019b) adapted roughly to a rock site with Vs 
30 = 800 m/s by adding three shallow layers (Table 2). The dynamic simulation takes about 25 min on a single 
Nvidia RTX-2070 GPU. For each model, we evaluate the variance reduction to the real data downloaded from 
the Engineering Strong-Motion (ESM) database (Lanzano et al., 2021) at all stations in the frequency range of 
0.05–0.50 Hz (i.e., the frequency range of the dynamic inversion). The best-fitting fractal model has a variance 
reduction VR = 0.60, about the same as the original smooth model. Figure 7 shows the dynamic parameters 
of the best-fitting model, including cross-sections, to appreciate the difference from the smooth model. As for 
the elliptical model, the fractal model of the Amatrice earthquake features substantial variations of all dynamic 
parameters following the given template.

Figure 8a and Movie S2 compare the rupture evolution of the smooth and fractal models. It demonstrates how 
the fractal properties introduce perturbations to the rupture propagation, including decoherence of the rupture 
front and advanced and delayed breakage of small-scale patches, as already described in the previous example. 
Still, the overall behavior (e.g., weak nucleation, bilateral rupture propagation) is in accord with the smooth 
model, explaining the agreement of the models in terms of low-frequency waveforms. Figure 8b displays slip 
rates of the smooth and fractal models at three selected points depicted in Figure 8a. They further demonstrate 
the diversity of effects of the fractal perturbations: rupture advance and a secondary peak at point 1, formation 
of multiple peaks at point 2 (above nucleation), and relatively simple increase of the peak slip rate at point 3. 

Figure 6. Map of the epicentral area of the 2016 Mw6.2 Amatrice earthquake. 
Star and beachball represent location epicenter and focal mechanism, 
respectively (Chiaraluce et al., 2017). Rectangle depicts the fault with its 
top edge in bold. Slip distribution of the inverted smooth dynamic model by 
Taufiqurrahman et al. (2022) is color-coded. Stations are marked by their 
codes, where inverted triangles denote those with weak site effects. Violet and 
blue curves correspond to active normal faults and Miocene-Pliocene thrusts, 
respectively; the bold blue curves mark the Sibillini Thrust Fault (Pierantoni 
et al., 2013). The area is depicted as the gray rectangle in the inset map of 
Italy.
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Figure 9 displays the distributions of slip, stress drop, rupture times, rupture speeds, and peak slip rates for the 
smooth and the best fractal model. A minimal change can be observed for the slip. Contrarily, the peak slip 
rates and rupture speeds exhibit substantial variations within the whole ruptured patch, including localized 
areas of supershear propagation. The wiggles in the rupture times further demonstrate the chaotic rupture 
evolution.

For the best fractal model, we recalculate seismograms up to 10 Hz. A comparison of vertical components of the 
synthetics for the smooth and fractal models with the real data at selected stations (with weak site effects, Lanzano 
et al., 2022, and near the fault) shown in Figure 10 demonstrates the impact of the rupture propagation complexity 
on seismic waveforms. For all stations and components see Figure S1 in Supporting Information S1. As observed for 

Figure 7. Dynamic rupture parameters of the Amatrice source model. (a) Along-fault distribution of parameters (see legend) for smooth and fractal dynamic models. 
Blue lines delineate the negative strength excess (nucleation) area. Note that the perturbations split the nucleation into many small areas in the fractal model. Black line 
is the contour of the final slip distribution (where the rupture stopped spontaneously). (b) Cross-sections of the respective parameters through the middle of the fault, 
see legend.
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the elliptical model, adding small-scale perturbations enhances high-frequency 
source radiation for all stations, including NRC and AMT lying above the fault. 
This enhancement is present in the P-wave group and early part of the S waves, 
improving their agreement with the observed data. We also quantify the fit 
using the Goodness-of-fit (GOF) metrics (Olsen & Mayhew, 2010), including 
peak ground velocity and displacement, SA, FAS, energy duration, and cumula-
tive energy. The GOF values, specified in parentheses in Figure 10, are consid-
erably larger for the fractal model for each waveform. The spectra demonstrate 
a good agreement of all waveforms at frequencies below 0.5 Hz. Although the 
fractal rupture properties amplify the synthetics at high frequencies for station 
SNO located toward the north of the fault, the synthetics still underestimate the 
observations. This issue may be related to the omission of the site effects and/or 
directivity effect improperly modeled by the original smooth dynamic model (a 
similar effect was also observed by Taufiqurrahman et al., 2022, employing the 
same smooth model). We point out that the high-frequency enhancement due 
to the rupture propagation complexity in the fractal model is effective even in 
near-field stations NRC and AMT, see Figure 10. We also note that for differ-

ent realizations of the small-scale perturbations, the seismograms would have only differently distributed random 
high-frequency peaks that enhance the high-frequency spectrum by the same amount, as demonstrated for the ellip-
tical moment for several random realizations of the fractal properties in Figure 5a.

Figure 11 compares the synthetics with the GMM by Sgobba et al. (2021) in terms of SAs at four frequencies (5, 2, 
1, and 0.5 Hz), evaluated from the geometric mean of horizontal components. The SAs are about the same for both 
the smooth and fractal models at 0.5 Hz, agreeing with the GMM. Starting from 1 Hz, the SAs of the smooth model 
underestimate the GMM and feature larger (within-event) variability exceeding the total variability of the GMM. The 
fractal model remedies (a) the underestimation of the mean value due to its stronger high-frequency radiation, and 
(b) the overestimation of the within-event variability of the SAs above 1 Hz due to the weakened directivity effect. 
The latter is connected with the complex rupturing of the smaller overlapping patches in random directions in the 
fractal model. It agrees with the observed weakening of the directivity effects with increasing frequency above the 
corner frequency (Gallovič, 2016; Pacor et al., 2016) and with the widely used kinematic composite source models 
that inherently suppress the directivity by incoherent summation of subsource waveform contributions (Gallovič & 
Burjánek, 2007; Graves & Pitarka, 2010; Irikura & Miyake, 2011; Zeng et al., 1994).

Eventually, out of the 500 random fractal models, we select only those that fit the recordings with VR > 0.5 at 
frequencies 0.05–0.5 Hz (note that despite the perturbations also alter the nucleation area, most unsuccessful 
models are characterized by lower waveform fit despite having a satisfactory seismic moment). In Figure 12, 
we inspect the statistical properties of the 23 successful models in terms of their gross parameters, namely seis-
mic moment, average rupture speed and stress drop, radiated and fracture energies, and radiation efficiency 
(Kanamori & Brodsky, 2004). Comparison with the smooth and best-fitting fractal models suggests agreement 
of all values within a factor of 2. For example, the moment magnitude of all models ranges between 6.2 and 6.33, 
and the radiation efficiency lies between 0.18 and 0.29. The mean stress drop of all the fractal models is ∼20% 
lower than that of the smooth model. This is dictated by how the initial stress is perturbed and the choice of 
constants in Equation 10. In our particular setting, the background value of the initial stress is decreased by about 
20% due to considering cτ1 = 1 and cτ2 = 0.2 (see Table 1). The average stress drop might be increased back, if 
needed, by setting cτ1 slightly above 1 to compensate for the initial stress decrease (while also adjusting strength 
constant c∆μ1 in Equation 11 to avoid the prestress exceeding the initial stress outside the nucleation).

4. Discussion
4.1. Numerical Aspects of the Simulations

Ide and Aochi  (2005) simulated rupture propagation using a boundary integral element method combined 
with a gradual enlargement of the computational domain as the rupture propagates by upscaling the model by 
renormalization and increasing the grid steps. This way, they could reach the smallest fractal patches of radius 
22 m and Dc ∼ 1 mm. Although we have a minimum radius of 110 m and Dc ∼ 1 cm in our modeling, we can 
avoid that numerical trick and perform the calculation in a single run due to the highly efficient finite-difference 

Table 2 
Velocity Model Considered for the Modeling of the 2016 Mw6.2 Amatrice 
Earthquake, Adapted From Ameri et al. (2012) by Adding Three 
Low-Velocity Subsurface Layers

Top depth (km) Vp (km/s) Vs (km/s) ρ (g/cm 3) Qp Qs

0.00 1.49 0.80 1.90 50 50

0.06 2.23 1.20 1.90 100 100

0.16 3.16 1.70 2.00 100 100

1.00 4.83 2.60 2.84 400 200

2.00 5.76 3.10 2.94 400 200

5.00 6.51 3.50 3.15 400 200

27.0 7.00 3.80 3.26 600 300

42.0 7.80 4.20 3.50 800 400
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code FD3D_TSN. Our simulations take about 25 min for the Mw 6.2 Amatrice earthquake rupture with a 10 s 
duration and precision up to 10 Hz on a single GPU. The speedup of the code stems mainly from the offload of 
computationally intensive calculation to a GPU accelerator and the implicit assumption of a vertical planar fault 
aligned with the finite-difference mesh (Premus et al., 2020).

We point out that the fractal dynamic model introduced here can be easily implemented in any dynamic rupture 
propagation code (see the pseudocode provided in Table S1 in Supporting Information S1). Thanks to using a 

Figure 8. Rupture propagation for the Amatrice source model. (a) Snapshots corresponding to the models with smooth and 
fractal distributions of dynamic parameters (Figure 7), see also Movie S2. (b) Slip rates at three selected points depicted in 
the bottommost snapshots of panel (a).
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planar fault instead of complex small-scale nonplanar geometries, numerical simulations can be much less expen-
sive. The proposed approach is thus readily applicable in physics-based ground motion predictions for scenario 
earthquakes in seismic hazard assessment.

4.2. Physical Interpretation of the Fractal Dynamic Model

Although our model is based on vast numerical experimenting, it warrants a physical interpretation. Ide and 
Aochi  (2005) introduced the idea of the fractal distribution of Dc as a proxy to the effect of nonplanar fault 
topography. In particular, fracture energy Gc is considered to depend locally on the size of the macroscopic fault 
deflection. This is motivated by laboratory experiments and interpretations by Ohnaka (2003), who found that the 

Figure 9. Kinematic rupture parameters of the Amatrice source model. (a) Along-fault distribution of parameters (see legend) for smooth and fractal dynamic models 
(see Figure 7). Blue lines delineate the negative strength excess (nucleation) area. Black line is the contour of final slip distribution. (b) Cross-sections of the respective 
parameters through the middle of the fault, see legend.
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fault roughness scales with Dc and μs/∆μ (see Figure 1a). Considering no or limited variations in the static and 
dynamic friction coefficients, this model generally explains the scale-dependence of Dc, ranging from the order 
of meters for large earthquakes (Gallovič et al., 2019b, 2020; Ide & Takeo, 1997; Mikumo et al., 2003; Olsen 
et al., 1997) to the order of micrometers in laboratory experiments (Ohnaka, 2003; Scholz, 2002). The model 
also interprets the observed scaling of fracture energy as due to the rupture penetrating areas with progressively 

Figure 10. Comparison of vertical component seismograms (velocities, accelerations), and acceleration amplitude spectra of selected stations with relatively weak site 
effects (Lanzano et al., 2022) and near-fault stations (NRC, AMT), see Figure 6, in frequency range 0–10 Hz. Data are in black, while synthetics are green and violet for 
the fractal and smooth dynamic rupture models, respectively. Goodness-of-fit is displayed in parenthesis. For all stations and components see Figure S1 in Supporting 
Information S1.

Figure 11. Comparison of synthetic spectral acceleration (SA) ordinates at four selected frequencies with the ground motion model (GMM) of Central Italy by Sgobba 
et al. (2021), for the (a) smooth and (b) fractal distributions of dynamic parameters for the Amatrice earthquake of Figure 7 at 20 stations. Stations with weak site 
effects from Figure 6 are shown by darker color. Note especially the improvement of SAs at 5 Hz for the small-scale fractal rupture. Moreover, above 1 Hz the complex 
rupture propagation of the fractal model also decreases the within-event variability due to the weakened directivity effect.
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larger Gc as the earthquake size (magnitude) increases. Note that there are other explanations of the Gc scaling, 
for example, thermal weakening (Lambert & Lapusta, 2020; Rice, 2006; Viesca & Garagash, 2015) or stress 
overshoot (Ke et al., 2022). Nevertheless, one can expect a mixture of such effects in nature, suggesting that Dc 
indeed is to be considered a proxy parameter.

Contrarily, there does not seem to be any empirical size dependence of the stress drop (or prestress) and strength 
of faults. Therefore, Ide and Aochi (2005) considered constant values and proposed fractal perturbations solely 
for the slip-weakening distance. To test such a model, we recalculate the elliptical model of Figure 2, main-
taining the variations in Dc only. We thus introduce the perturbations to fracture energy Gc while keeping the 
S-parameter constant. To alleviate the increase of rupture speed due to smaller fracture energy with respect to 
the model of Figure 2, parameter cD of Equation 9 controlling the amplitude of Dc is set to 2 in this simulation. 
Figure 13 shows selected dynamic and kinematic parameters, their cross-sections, and moment rate function. 
The latter exhibits an omega-square spectral shape, but the moment jerk lacks high-frequency peaks at later 
times. The slip distribution is relatively smooth, as in the previous case, while the stress drop is smoother. The 
peak slip rates attain lower amplitudes than in the case of including the variations in prestress and strength. 
The rupture velocity is heterogeneous only at the beginning of the rupture propagation, becoming gradually 
more homogeneous. Moreover, the rupture becomes supershear over a large area in the in-plane direction above 
the nucleation patch (Figure 13). This behavior was also observed by Renou et al. (2022), suggesting that the 
macroscopic rupture is controlled predominantly by the large Dc values in the later stage. We propose that with-
out the variations in prestress and strength (and thus in the S-parameter), the rupture surpasses the small-scale 
heterogeneities after the energy release rate becomes sufficiently large, decreasing variations of the rupture 
velocity.

The average fracture energy of this model is 31 MJ/m 2, higher than 22 MJ/m 2 of the smooth model. Contrarily, 
the fractal model with perturbations in all 3 parameters has fracture energy 20 MJ/m 2, much closer to the original 
model. The proposed variations of initial stress and strength are limited and locally depend on Dc in such a way 
that smaller patches are more prone to failure (have a smaller value of the S-parameter) due to smaller strength 
and larger prestress, in addition to their smaller Dc (see Figure 1b). It can be interpreted as follows: the small 
patches of small Dc (and thus small Gc) correspond to more planar areas better aligned with the macroscopic 
fault plane and regional stress so that they are closer to failure and easier to break. Our numerical observations 
can be scrutinized by a rigorous mathematical analysis using homogenization techniques in future work (Barras 
et al., 2017; Latour et al., 2011).

Figure 12. Gross parameters of the fractal rupture models of the Amatrice earthquake with random realizations of the small-scale dynamic rupture properties. All 
models have variance reduction of the low-frequency waveforms (<0.5 Hz) larger than 0.5. Parameters of the original (unperturbed) smooth model and the fractal 
model with the best fit with low-frequency seismograms are shown by triangles (see legend). We note that the parameters agree well although the models with smooth 
and highly variable dynamic rupture properties are compared.
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Although the scaling property of the model might suggest the possibility of explaining the Gutenberg-Richter 
relation, we do not aim to interpret it here further, mainly because most aftershocks likely occur off the main 
fault. Its essence is to introduce the small-scale radiation of a single earthquake effectively and not to describe 
the whole earthquake cycle, where many more effects are at play. In particular, the variations in stress would not 
depend only on the scale of the patches but also on the faulting history. We admit that if our systematic behavior 

Figure 13. Dynamic and kinematic rupture parameters of the elliptical model if only variations in slip-weakening distance Dc are considered. (a) Along-fault 
distribution of the parameters (see legend) and (b) cross-sections of the respective parameters through the middle of the fault (see legend). To alleviate the increase 
of rupture speed due to smaller fracture energy with respect to the model of Figure 2, parameter cD of Equation 9 controlling the amplitude of Dc is set to 2 in this 
simulation. Note the systematic, almost homogeneous supershear rupture propagation in the in-plane (up-dip) direction, and the decaying variations of the rupture 
velocity in the anti-plane (along-strike) direction as the rupture front becomes almost insensitive to the small-scale perturbations in Dc. (c) Moment rate functions, their 
second-time derivatives (jerks), and moment jerk spectra corresponding to the model with smooth parameters and with fractal small-scale perturbations in Dc only. Note 
the high-frequency jerks of the latter model decay with time although its spectrum still has omega-squared shape (i.e., plateau).
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of the initial stress being smaller for larger patches (events) was valid, it would imply a decrease of stress drop 
with increasing magnitude, contradicting constant stress-drop scaling (Kanamori & Brodsky, 2004).

The important choices of parameters for the fractal template that was found thanks to extensive numerical test-
ing are the background distribution parameters r0 and N0 (see Equations 7 and 8) used in Equations 5 and 6, 
respectively. Considering that for larger earthquakes, min(L,W) = W (i.e., faults are relatively longer than wider) 
and W ∼ 15–20 km (corresponding to the seismogenic depth), we find r0 = 2–2.5 km, which corresponds to 
S-wave wavelengths at frequencies of 0.6–1 Hz. We remind the reader that these values agree with the stand-
ard threshold frequency between deterministic and stochastic earthquake source modeling (Ameri et al., 2012; 
Gallovič, 2016; Graves & Pitarka, 2016). N0 is then defined to reconcile the number of patches for larger aspect 
ratios. Although it was not thoroughly tested, we suppose that the parameters specified in this study can be 
utilized in general.

4.3. Relation Between Gross Parameters of the Smooth and Fractal Models

Dynamic source inversions generally employ only the low-frequency part of seismic waveforms mainly due 
to limitations in the velocity models considered in wave propagation modeling. Therefore, inferred models 
are smooth despite the anticipated heterogeneity of the true faulting parameters. The relation between the 
low-frequency smooth dynamic models and the true ones is an obvious yet open question.

In this study, we address this problem by comparing selected parameters of the original low-frequency model 
with its fractal counterparts for the Amatrice earthquake (Figure  12). There is a general agreement between 
the respective quantities, perhaps except for the average stress drop that is lower for the fractal model. As we 
explain in the text, the latter can be leveraged and fine-tuned by adjusting the parameters of the fractal pertur-
bations. Nonetheless, the general agreement of the gross parameters suggests that the main features inferred by 
dynamic source inversions (fracture energy, radiation efficiency, etc.) can be considered representative despite 
being constrained by low-frequency data only, neglecting small-scale source variations.

4.4. Rupture Nucleation in the Fractal Model

Rupture nucleation is a well-known problem in dynamic rupture simulations because it can significantly impact 
the rupture propagation and dominate the early part of the seismograms, unlike what is observed empirically 
(Galis et al., 2015). To avoid such artifacts, we considered nucleation from a small patch of low Dc in both the 
smooth and fractal elliptical models. The rupture then progressively propagates to areas of large Dc, following the 
original idea of Ide and Aochi (2005).

In the second example of the Amatrice dynamic model, the fractal perturbations applied to the smooth model 
affect the nucleation area, too. In particular, the nucleation in the fractal model is weakened due to the decrease 
of the nucleation overstress, even below its critical size (Galis et al., 2015). In such cases, the rupture could grow 
beyond the nucleation only in favorable circumstances when sufficiently small patches of low Dc (and thus Gc) 
are distributed in the vicinity of the nucleation patch, promoting the rupture evolution. This explains why some 
of the tested realizations of the fractal perturbations did not rupture the fault and thus underpredicted the seismic 
moment.

5. Conclusions
We have presented and tested an approach to enrich initially smooth dynamic rupture models on a planar fault by 
small-scale random fractal variations in fracture energy and prestress (S-parameter). Assuming the slip-weakening 
friction law, we perturb slip-weakening distance, initial stress, and strength. We demonstrate that the small-scale 
fractal properties can only mildly affect the large-scale rupture evolution, thereby introducing the perturbations 
in a robust way. The method is presented using an ad-hoc elliptical dynamic rupture model. It is also shown to 
improve the fit of the 2016 Mw 6.2 Amatrice earthquake recordings in the frequency range of 0–10 Hz and to 
match the Central Italy GMM of Sgobba et al. (2021) in terms of SAs up to 5 Hz.

The presented fractal perturbations alleviate many issues of simple dynamic rupture models with smooth prop-
erties or only fractal initial stress. Our small-scale fractal variations in all dynamic parameters (substituting 
rough fault features while permitting simulations on planar faults) result in sustained high-frequency radiation 
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during the rupture propagation, mainly due to the random heterogeneous acceleration and deceleration of the 
rupture front. The slip rates are complex on short scales, resembling delayed or advanced rupturing of over-
lapping patches in random directions, decreasing the directivity effect at high frequencies. The source time 
function and ASTF follow an omega-square spectral model. The nucleation of the event can initiate from a 
small patch with a short characteristic slip-weakening distance, hierarchically continuing the growth, resulting 
in a weak onset of the seismograms as in real recordings. These features, together with the simple incorporation 
in any dynamic planar model and the possibility to combine it with complex 3D Green's functions, make the 
proposed approach a promising choice for strong-motion simulations in a broad frequency range of engineering 
interests.

Data Availability Statement
All seismic data and metadata related to the Amatrice earthquake and accelerometric stations used in this 
study were downloaded from the Engineering Strong-Motion (ESM) database (https://esm-db.eu/; Lanzano 
et al., 2021). All simulations were performed using code FD3D_TSN by Premus et al. (2020), available at GitHub 
(https://github.com/JanPremus/fd3d_TSN).
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