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#### Abstract

Autonomous active Brownian ratchets rectify active Brownian particle motion solely by means of a spatially modulated but stationary activity, without external forces. We argue that such ratcheting requires at least a two-dimensional geometry. The underlying principle is similar to the ratcheting induced by steric obstacles in microswimmer baths: suitably polarized swimmers get channeled, while the others get trapped in low-activity regions until they lose direction. The maximum current is generally reached in the limit of large propulsion speeds, in which the rectification efficiency vanishes. Maximum efficiency is attained at intermediate activities and numerically found to be on the order of a few percent, for ratchets with simple wedge-shaped low-activity regions.
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Introduction. - Brownian ratchets are subtle microscale transport devices operating out of equilibrium $[1,2]$. They combine two effects that individually do not promote directed transport, namely unbiased Brownian motion and spatially periodic asymmetric environments, such that a net directed particle current is produced [3-5]. Conventional designs with passive particles usually break the spatial symmetry by imposing an asymmetric potential. The non-equilibrium element is often represented by a time-dependent driving mechanism that, by itself, does not introduce any directionality [4]. Typical examples comprise the rocking (or "flashing") of the potential or the overall temperature $[3,4,6,7]$. Ratchets brought out of equilibrium by more complex stationary, i.e., timeindependent, temperature fields have also been investigated [8-12].
The self-propulsion of an active Brownian particle (ABP) represents yet another non-equilibrium mechanism that one ought to be able to exploit for ratcheting.

[^0]While it does transiently break the spatial and temporal symmetry of equilibrium Brownian motion [13], it does not give rise to a net macroscopic current by itself. One would however expect that one of the simplest realizations of an active Brownian ratchet should consist of an ABP exposed to a spatially asymmetric (periodic) activity landscape. Yet, even though a number of ratchet designs with active particles have been discussed in the literature [14-24], none of them was based solely on a stationary activity landscape. Instead, some relied on ABPs placed in a soft potential in one spatial dimension [17,19], or in asymmetric hard potentials in two-dimensions [14-16,18,24]. The asymmetric potentials, so typical of conventional ratchets, can be relinquished entirely, though, if one exploits the tendency of ABPs to polarize towards low-activity regions and accumulate there [23,25-28]. The standard flashing potential can then be replaced by a dynamic activity landscape. Examples include propagating optical activation pulses that induce aligned or anti-aligned drifts, depending on the persistence length of the ABP motion relative to the pulse width and propagation speed [20-22]. In general, traveling activity waves induce traveling density and orientation waves of the ABPs, and can thus plainly be employed to sort ABPs, e.g., by size [23].


Fig. 1: Unit cell of a (unit width) two-dimensional square ratchet with $\delta_{x}=\delta_{y}=0.1, \varepsilon=0.75, v=D_{\mathrm{r}}$, and $D_{\mathrm{t}}=10^{-4} D_{\mathrm{r}}$. The background color encodes the probability density for the position of the ABP that predominantly dwells in the wedge-shaped passive region. Arrows show the mean orientation $\langle\mathbf{n}\rangle$ of the ABP obtained from Brownian dynamics simulations, colors coding for the angular variance $1-\left(\left\langle n_{x}\right\rangle^{2}+\left\langle n_{y}\right\rangle^{2}\right)^{1 / 2}$; small values indicate strong alignment and $\mathrm{O}(1)$-values a random orientation.

To sum up, ratcheting has been demonstrated for active particles in spatially asymmetric potential landscapes or in space-and-time-dependent activity landscapes. However, no fundamental symmetry prevents ABPs from ratcheting also in stationary spatially asymmetric activity landscapes. In the following, we show that such ratchets are indeed realizable and explore the maximum current and rectification efficiency of a class of simple shapes, numerically.

Model. - We consider the motion of an ABP in a unit-square arena (thus taking its size as the natural length unit) with periodic boundary conditions in two dimensions (see fig. 1). The state at time $t$ is fully characterized by the position $\mathbf{r}(t)=[x(t), y(t)]$ and polarization $\mathbf{n}(t)=[\cos \theta(t), \sin \theta(t)]$ of the ABP. The translational and rotational Brownian motions are represented by mutually independent and unbiased $\left(\left\langle\eta_{i}\right\rangle=0\right)$ Gaussian white noises $\eta_{i}(t), i, j=x, y, \theta$, of unit strength, $\left\langle\eta_{i}(t) \eta_{j}\left(t^{\prime}\right)\right\rangle=\delta_{i j} \delta\left(t-t^{\prime}\right)$, and diffusion constants $D_{\mathrm{t}}$ and $D_{\mathrm{r}}$, respectively. The stationary activity landscape enters via a superimposed deterministic speed field $v(x, y)$. The dynamical equations for the ABP read

$$
\begin{align*}
\dot{x} & =v(x, y) \cos (\theta)+\sqrt{2 D_{\mathrm{t}}} \eta_{x},  \tag{1a}\\
\dot{y} & =v(x, y) \sin (\theta)+\sqrt{2 D_{\mathrm{t}}} \eta_{y},  \tag{1b}\\
\dot{\theta} & =\sqrt{2 D_{\mathrm{r}}} \eta_{\theta} . \tag{1c}
\end{align*}
$$

We only consider activity fields symmetric in the $y$ direction, $v(x, 1 / 2+y)=v(x, 1 / 2-y)$, so that $\langle\dot{y}(t)\rangle=0$ and the steady-state current is a scalar $I=\langle\dot{x}(t)\rangle$. Whenever $I$ is non-zero, the device exhibits ratcheting.

A few general observations about the dynamics are gleaned directly from the above equations. First, the essential stochastic ingredient of the model is the rotational diffusion. If $D_{\mathrm{r}}$ is taken to infinity, the ABP motion loses its persistence. The model then reduces to a passive gas locally equilibrated at a spatially modulated (effective) temperature $T=D_{\mathrm{t}}+v^{2} / 2 D_{\mathrm{r}}$, with Boltzmann's constant and the friction coefficient set to unity. While such a gas can move thermophoretically in the presence of a temperature gradient, it cannot maintain a steady current in a periodic temperature profile. (We comment on the more subtle limit of a Knudsen gas [29,30], at the end of the paper.) The ratcheting effect must thus entirely result from a clever combination of the more or less persistent motion in the high- and low-activity regions, respectively.

Below, we show that, in one spatial dimension, one cannot achieve autonomous ratcheting by any stationary activity landscape. For conceptual purposes, in two dimensions, it is sufficient to consider piecewise constant spatially periodic landscapes $v(x, y)$, varying discontinuously between the minimum and maximum values of velocity 0 and $v$ (see fig. 1 for an example). The dynamics is anyway low-pass filtered by the translational diffusion process so that any small-scale details and discontinuities in $v(x, y)$ will thereby effectively be washed out. Setting the maximum value of velocity $v$ to a very large (formally infinite) value amounts to the idealization of strictly ballistic dynamics in the high-activity (or simply "active") regions. Similarly, retaining a non-vanishing $D_{\mathrm{t}}>0$ to avoid an absorbing state, the minimum value of $v(x, y)$ can safely be set to zero in the low-activity (or simply "passive") regions, without much loss of generality. This choice, which shall be adopted for the remainder, simply amounts to purely diffusive dynamics, inside the passive region.

In summary, translational diffusion acts as a regularization for discontinuous activity profiles, so that the archetypal activity landscape discretely jumps between 0 and some finite or possibly even infinite value $v$. In the latter case, the active region is traversed in no time, so that, the total dwell time $\tau$ of the particle in the unit cell is equal to the time spent in the passive region. The latter is independent of $v$ and, at first sight, of $D_{\mathrm{r}}$. However, $D_{\mathrm{r}}$ limits the "take-off" of ABPs emerging from the passive region, and in fact also the whole particle distribution at the active-passive boundary. For example, the ABP cannot take off if it emerges with a swim direction pointing back into the passive region. Also it can "tunnel" through narrow edges of the passive region. One therefore generally still expects the current $I \simeq \tau^{-1}$ (in our unit length setup) and the dwell time $\tau$ to depend on $D_{\mathrm{t}}$ and $D_{\mathrm{r}}$, even if one takes $v \rightarrow \infty$, in the active region. It is however plausible that for a given geometric shape of


Fig. 2: Rectification efficiency $I / v$ as a function of the inverse Péclet numbers $D_{\mathrm{r}} / v$ and $D_{\mathrm{t}} / v$, for the active Brownian ratchet with the same geometry as depicted in fig. 1.


Fig. 3: Rectification efficiency $I / v$ as a function of indentation depth, parametrized by $1-\varepsilon\left(\delta_{x}, \delta_{y}=0.1\right)$. Various combinations of $D_{\mathrm{r}}$ and $D_{\mathrm{t}}$ are shown, with colors coding for the value of $D_{\mathrm{r}} / v: 0.1$ (red), 0.3 (blue) and 1 (green), and line style for $D_{\mathrm{t}} / v: 10^{-4}$ (solid) and $10^{-3}$ (dotted).
the passive region, one can often find an optimum choice of $D_{\mathrm{t}} \propto D_{\mathrm{r}}$. Brownian dynamics simulations indeed corroborate this (fig. 2), with a geometric prefactor compatible with $\left(\varepsilon\left(1-2 \delta_{x}\right) / 2 \pi\right)^{2} / 2 \simeq 0.003$, as expected from $4 D_{\mathrm{t}} \tau \simeq\left(\varepsilon\left(1-2 \delta_{x}\right) / 2\right)^{2}$ and $2 D_{\mathrm{r}} \tau \simeq \pi^{2}$. The corresponding optimum dwell time $\tau\left(D_{\mathrm{t}}, D_{\mathrm{r}}\right) \rightarrow \tau\left(D_{\mathrm{r}}\right)$ is proportional to the ABP's mean reorientation time $D_{\mathrm{r}}^{-1}$, implying $I \simeq D_{\mathrm{r}}$, with a purely geometric prefactor (fig. 3)). The latter can only depend on dimensionless features of the shape (such as the parameters $\delta$ and $\varepsilon$ in fig. 1).
These general considerations based on an infinite step function $v(x, y)$ may not always be practically useful, from an active-matter perspective. For instance, an experimental realization of our idealized ABP might possibly only allow for a maximum speed $v$, below the asymptotic regime alluded to above (in which the dwell time in the arena equals the trapping time in the passive region). This
will clearly reduce the ratchet current from its maximum value, and the dwell time will depend both on $D_{\mathrm{t}} \simeq D_{\mathrm{r}}$ and on the maximum attainable value of $v$. This "attenuated" transport regime, with $D_{\mathrm{t}} \simeq D_{\mathrm{r}} \simeq v$ may be of particular practical interest, if the active speed of the ABP is regarded as a costly input. The most desirable modus operandi of the ratchet will then not anymore be that of maximum current $I \simeq D_{\mathrm{r}}$, obtained in the limit $v \rightarrow \infty$, because the ratio $I / v$ vanishes in this limit. Instead, one will then typically be interested in conditions that optimize this ratio, which can be interpreted as the rectification efficiency of the active ratchet, very much in the spirit of ABP engines and bacterial motors [15,16,24]. The interested practitioner will then generally have to find the corresponding optimum parameter values $D_{\mathrm{t}}, D_{\mathrm{r}}$, and $v$ for a given ratchet geometry, numerically.

The remainder of the paper is dedicated to a more comprehensive analysis of the above general considerations. In particular, we first clarify why stationary active Brownian ratchets can only be realized in at least two space dimensions. We also estimate realistic values of the maximum dimensionless current $I(v \rightarrow \infty) / D_{\mathrm{r}}$ and rectification efficiency $I / v$, for a simple wedge geometry, depicted in fig. 1 .

One-dimensional activity patterns. - Already in one spatial dimension, spatially varying activity profiles accommodate non-intuitive effects. For example, the mean first passage time may depend non-monotonically on the distance from a target and the target finding probability can increase if the activity increases towards the target [31]. This seemingly contradicts the known fact that active particles spend less time in regions of higher activity. However, while the latter is a steady-state property, the former relates to transient behavior. In fact, when an ABP is oriented along an activity gradient, it accelerates and thus increases its chance to reach a target before it loses its orientation. Similarly, an ABP placed in the middle of a one-dimensional domain with a linear activity gradient reaches the high-activity end faster and more often than the low-activity end [32]. Although these effects look promising with regard to designing autonomous active Brownian ratchets, e.g., with a sawtoothshaped stationary activity landscape, there is a catch. In the cited experiments $[31,32]$, the particle is placed back in its initial position upon reaching the target or the boundary of the arena. For a genuine ratchet, such "deus-ex-machina"-type outside interventions are clearly not a permissible option.

More formally, one can demonstrate the absence of ratcheting in one-dimensional activity landscapes, as follows. Activity landscape can sort and locally accumulate ABPs according to their orientation, but they do not reorient them. Crucially, and quite in contrast to potential landscapes, activity landscapes do not exert any forces or torques on the ABPs, which are a crucial mechanism underlying the ratcheting of ABPs in one-dimensional potential landscapes [17]. As all orientations are thus equally
probable in an unbiased ensemble, the spatially integrated total polarization must vanish. Together with the continuity equation for particle number conservation [33], this entails that the net current vanishes, too. More concretely, one may evoke the continuity of the local polarization profile as a function of position, which holds even for piecewise continuous activity profiles [26-28]. From this one concludes that, for a vanishing total polarization, there must be at least one position $x_{0}$ in the polarization profile at which the time-averaged orientation vanishes. The time-averaged current $I$ at this point is given by the timeintegral over $v\left[x(t)=x_{0}\right] \cos \theta(t)$. Up to a constant factor, this is just the vanishing time-averaged orientation. And since, in one spatial dimension, the continuity condition implies that the steady-state current is spatially constant, $I$ vanishes everywhere if it vanishes locally, at $x_{0}$. We have corroborated this conclusion by extensive Brownian dynamics simulations and by numerical solution of the Fokker-Planck equation, associated with eq. (1), using the method of ref. [34].

Two-dimensional activity patterns. - Compared to one-dimensional activity landscapes, the situation is very much different in two and higher-dimensional activity landscapes. The main reason is that the inevitable zeros of the polarization do now no longer constrain the overall current to vanish, unless they cover a whole vertical line $\left(x_{0},\{y\}\right)$. The latter is by no means required by the condition on an overall vanishing polarization. Around an isolated point of vanishing current, the resulting systematic flow field (or, equivalently, polarization field) takes the form of a vortex, as seen in fig. 1. The sorting and accumulation of ABPs according to their orientation along the $x$-direction, which is already possible in one-dimensional activity landscapes [26-28], and exploited in non-stationary active Brownian ratchets [20-23], are now modulated along the second spatial direction $y$. A particle moving along the $y$-direction therefore experiences an effectively time-modulated activity pattern along the transport direction $x$, which has a similar rectifying effect as a dynamical one-dimensional activity profile.

The stationary but spatially periodically modulated activity landscape $v(x, y)$ shown in fig. 1 provides a proof-ofprinciple example and serves as an instructive illustration of a working ratchet. It features a piecewise constant activity field with a wedge-shaped passive region, where $v(x, y)=0$, in an otherwise moderately active unit square with constant $v(x, y)=D_{\mathrm{r}}$. The landscape is asymmetric along the $x$-direction and mirror-symmetric along the $y$-direction. The dimensionless numbers $\delta_{x}, \delta_{y}$, and $w=\varepsilon\left(1-2 \delta_{x}\right)$, with $\varepsilon \in[0,1]$, denote the distances of the edges from the periodic boundaries and the width of the wedge along its mirror-symmetry axis, respectively. The extreme geometries correspond to an infinitely thin passive region $(\varepsilon=0)$ and a convex, triangular passive region $(\varepsilon=1)$. Both yield sub-optimal ratchets.

While even this simple wedge model is not exactly solvable, its performance can qualitatively be understood, using simple physical arguments. First, the abovementioned saturation of the ratchet current for infinite speed $v \rightarrow \infty$ in the active region is simply due to the fact that the time spent by the ABP in the active region becomes negligible compared to the time $\tau$ spent diffusing in the passive region. This limit is thus amenable to eventdriven simulations. Below, we go one step further and exploit it to construct a simplified geometric toy model that can provide semi-analytical estimates for the ratcheting current. Unfortunately, as already pointed out above, the conceptually convenient large-speed limit is somewhat academic. The practitioner will be interested in more affordable, finite values of $v$. Therefore, one should also consider the rectification efficiency $I / v$, which is the current produced by the ratchet relative to that of a perfectly polarized ABP.

To understand the pertinence of the limits of infinite or vanishing diffusivities $D_{\mathrm{r}}, D_{\mathrm{t}}$, recall that ratcheting is all about the geometric rectification of stochastic motion. In the limit $D_{\mathrm{r}} \rightarrow 0$ (perfect persistence), the initial orientation is however entirely conserved, while the limit $D_{\mathrm{r}} \rightarrow \infty$ (vanishing persistence) corresponds to thermophoresis within an effective temperature field. So both limits do not correspond to genuine active ratcheting. Similarly, passive regions, with vanishing speed $v=0$, would all become absorbing for $D_{\mathrm{t}} \rightarrow 0$, while in active regions with a finite $v<\infty, D_{\mathrm{t}} \rightarrow \infty$ would wipe out the persistent active motion. Again, both limits are irrelevant for the discussion of active ratcheting. And even though one could set $D_{\mathrm{t}}=0$ without creating an absorbing state if a non-vanishing speed $v>0$ was maintained in the passive (or less active) region, this choice would be unnatural, as it requires passive regions with vanishing (or even "small") $v$ to be administratively forbidden. On the other hand, allowing for some finite $D_{\mathrm{t}} \lesssim D_{\mathrm{r}}$ is not very consequential for the transport in the (more) active regions, where it merely partially degrades the persistence induced by the activity. This exposes $D_{\mathrm{t}}$ as a parameter of minor physical relevance except for its regularizing role in the passive regions. There are however two more reasons for including a non-vanishing $D_{\mathrm{t}}$, in the discussion. Firstly, it will actually matter for the comparison with practical physical realizations of an ABP ratchet. And secondly, it also serves to regularize some fine-grained details of the ratchet geometry, thereby putting a limit on an otherwise potentially limitless ornamentation of the ratchet design that would in practice have to be cut off by a physical particle radius. In contrast to the indispensable finite rotational diffusivity $D_{\mathrm{r}}$, the translational diffusivity $D_{\mathrm{t}}$ thus plays a rather technical role, as a model regularization parameter.

In conclusion, a pertinent discussion of a stationary ABP ratchet in two dimensions is best conducted for finite diffusivities $D_{\mathrm{r}}$ and $D_{\mathrm{t}}$. While $D_{\mathrm{t}}{ }^{-1}$ may at first suggest itself as the natural time unit of the ratchet (its dwell time), it turns out that its physical impact can, for
a conceptual analysis, effectively be taken largely out of the game. The trick is to set it to an optimum value that maximizes the rectification efficiency $I / v$. Our numerical analysis (see fig. 2) confirms the expectation that this "best" value is unique and on the order of $D_{\mathrm{r}}$, for the simple geometry shown in fig. 1. Its physical origin may be understood from the role played by $D_{\mathrm{t}}$ for controlling the ABP's escape time from the passive region. As already pointed out, above, if $D_{\mathrm{t}} \gg D_{\mathrm{r}}$, the ABP will not have lost its polarization when it leaves the passive region, and therefore typically swim right back into it, unless that region is narrow enough to be traversed with a substantial ("tunneling") probability. Additionally, the dominance of translational diffusion for $D_{\mathrm{t}} \gg D_{\mathrm{r}}$ will unduly degrade the persistence in the active region beyond the inevitable minimum, set by $D_{\mathrm{r}}$. In contrast, if $D_{\mathrm{t}} \ll D_{\mathrm{r}}$, the regularizing effect of the translational diffusion onto the absorbing state may become less than optimal, as the initial particle polarization will then have been lost long before the ABP reemerges from the passive region. Altogether, this suggests an optimum value of $D_{\mathrm{t}}$ on the order of $D_{\mathrm{r}}$, as indeed numerically confirmed in fig. 2.

To summarize, the natural length unit of the stationary active ratchet is set by the domain size, its natural time unit by the inverse rotational diffusion coefficient $D_{\mathrm{r}}{ }^{-1}$. And it is conceptually convenient (if not generally highly advisable) to work with an optimized translational diffusivity $D_{\mathrm{t}} \simeq D_{\mathrm{r}}$ of comparable magnitude. The natural scale for the maximum ratchet current $I \simeq \tau^{-1} \simeq D_{\mathrm{r}}$ is then $D_{\mathrm{r}}$ itself, while that of the natural efficiency $I / v$ is $(\tau v)^{-1} \simeq D_{\mathrm{r}} / v$. In practice, both quantities may be expected to be somewhat reduced by a dimensionless geometrical shape factor. The crucial message is then that determining the optimum current $I / D_{\mathrm{r}}$ and efficiency $I / v$ boils down to an infinite dimensional geometric optimization problem intertwined with the "thermodynamic" optimizations of the parameters $D_{\mathrm{t}}$ and $D_{\mathrm{t}}, v / D_{\mathrm{r}}$, respectively.

Numerical study. - To provide a specific but instructive example, fig. 1 illustrates the working principle of the active Brownian ratchet and its polarization field $\langle\mathbf{n}\rangle$ for a wedge-shaped passive region in the unit square, with periodic boundary conditions. As already alluded to above, the orientation field is indeed seen to form vortices around the points with vanishing average orientation, which help to defy the no-go theorem for one-dimensional active ratchets. To create the figure, we solved eq. (1) by a Brownian dynamics simulation with time step $\mathrm{d} t=10^{-4} / v$. The central observable is the ratchet current $I=x(T) / T$, evaluated as the final traversed $x$-distance of the ABP divided by the total simulation time $T=10^{7} / v$. We checked that the vertical current $y(T) / T$ in the $y$-direction vanishes, as expected. As demonstrated in refs. [26-28], along the active-passive boundary, the ABP points on average towards the passive region. This may seem surprising, since it seems to imply a net particle influx into the passive region. It is an
illusion, however, since the swim pressure acting onto an active-passive boundary is not exerted across it [26]. Actually, the particle can therefore "escape" from the passive region, against this swim pressure. If it escapes along the tip-side (right in fig. 1), it likely ends up in the indented concave part of the passive region (left in fig. 1). On the other hand, if the ABP escapes in the vertical direction towards the horizontal active channels of width $2 \delta_{y}$ (top and bottom in fig. 1), it can generate a net current from right to left. As a result, the passive region blocks particle paths to the right more than those to the left. Remarkably, active Brownian ratchets relying on potential forces acting like hard walls [14,16,18,24,35,36] are based on the very same principle. The important difference here is that our setup does not involve any potential forces, and the ABP can thus freely pass back and forth between the passive and active region. With hard walls, the ABP would slide along the wedge until it gets trapped in the pocket or escapes into the channel, thereby generating a net ratchet current. In our force-free active ratchet, the sliding motion is replaced by the diffusive spreading inside the passive region.

For the setup illustrated in fig. 1, we also investigated the rectification efficiency $I / v$ for finite activity, $v<\infty$, as a function of the diffusivities $D_{\mathrm{r}}$ and $D_{\mathrm{t}}$. In accord with our foregoing qualitative considerations, the numerical results shown in fig. 2 feature a maximum around $I / v \sim 0.014$ for $D_{\mathrm{r}} \sim 0.3 v$ and $D_{\mathrm{t}} \sim 0.001 v$. These optimum values are specific for the chosen geometry and cannot be found without performing the numerical simulation.

A more challenging task is to find the most efficient ratchet geometry. Here, we restrict this infinitedimensional optimization problem to the class of wedge or arrowhead shapes illustrated in fig. 1. We ask for the optimum depth of the concave indentation, which is parametrized by $\varepsilon$. For shallow indentations, the ABP spends more time in the passive region as needed to lose its polarization. This reduces the current and the rectification efficiency compared to a design with a stronger indentation. However, for very deep indentations, the passive region becomes too narrow to allow for a substantial reorientation of the traversing ABP , and the corresponding "tunneling" of the polarization eventually nullifies the ratcheting effect ( $I \propto \varepsilon \rightarrow 0$ ). In other words, there is necessarily a non-monotonic dependence of the rectification efficiency on $\varepsilon$. As illustrated in fig. 3, this implies that the intermediate optimum value of $\varepsilon$, once again, needs to be found numerically. This result also nicely demonstrates the difference between our force-free active ratchet and its siblings operating with potential forces. In particular, for ratchets with hard walls around an exclusion zone of the same shape as our passive region, the ratcheting would always be maintained, regardless of the wall thickness. The figure also demonstrates that the non-monotonic dependence of the rectification strength on the indentation depth is robust against the fine tuning of the diffusivities,
and that the optimization depends on the interplay between the geometry and the inverse Péclet numbers $D_{\mathrm{t}} / v$ and $D_{\mathrm{r}} / v$.

Beyond the indentation depth, one can also consider the effect of the parameter $\delta_{y}$ for the lateral width of the horizontal active channels. The current decreases both as $\delta_{y} \rightarrow 0$, when the channel width vanishes, and for $\delta_{y} \rightarrow$ $1 / 2$, when the passive volume becomes marginal relative to the overall domain width. Similarly, as for $\varepsilon, D_{\mathrm{r}} / v$ and $D_{\mathrm{t}} / v$, the rectification efficiency $I / v$ thus also exhibits a maximum as a function of $\delta_{y}$. Finally, the remaining parameter $\delta_{x}$ measures the overall width of the passive region in the $x$-direction. When $\delta_{x} \rightarrow 1 / 2$, the width of the passive region vanishes, and therefore also the current $I$, similarly as for $\varepsilon \rightarrow 0$. On the other hand, the current monotonically increases with decreasing $\delta_{x} \rightarrow 0$, until the passive region spans across the whole domain. This reveals that $\delta_{x}$ is a non-essential parameter that can be set to 0 for conceptual purposes. Together, the shape parameters $\delta_{x}$, $\delta_{y}$, and $\varepsilon$ control how pointed and asymmetric the passive region may become. Generally speaking, $I / v$ grows with increasing asymmetry.

Geometric toy model. - A more mechanistic insight into the effects of the ratchet geometry on the current can be obtained from a schematic, purely geometrical toy model. It is defined by the idealized rules that the particle moves with infinite speed $v \rightarrow \infty$ in the active region and rotates and spreads sufficiently fast throughout the passive region to emerge from its surface with uniform spatial and orientational distributions, after a dwell time $\tau$. The ensuing simplifications enable us to bypass the computationally expensive Brownian dynamics simulations for qualitative estimates. The path of the ABP in the active region is then uniquely determined by the ratchet geometry alone. Once the ABP leaves the passive region with randomized orientation and position, it immediately hits either another part of the same passive region or one of its periodic images, as sketched in fig. 4.
One can therefore evaluate the probabilities $P_{\leftarrow}, P_{\rightarrow}$, and $P_{\downarrow \uparrow}$ that the ABP leaving the passive region travels to the left, right, or merely vertically, respectively. If the dwell time $\tau$ is approximated by the average reorientation time $\tau=D_{\mathrm{r}}^{-1}$ of the ABP, as would be the case for an optimum choice of $D_{\mathrm{t}}$, one estimates the current as

$$
\begin{equation*}
I=D_{\mathrm{r}}\left(P_{\leftarrow}-P_{\rightarrow}\right) . \tag{2}
\end{equation*}
$$

The resulting probabilities are shown in fig. 4 as functions of the dimensionless horizontal width $\varepsilon$ of the symmetry axis of the wedge-shaped passive region. One sees that $P_{\leftarrow}>P_{\rightarrow}$ for all values of $\varepsilon$, so that the model always predicts a leftward current $I$ that is numerically roughly comparable to the optimum currents $I \simeq D_{r}$ obtained from the Brownian dynamics simulations. It naturally overestimates the current for extreme values of $\varepsilon$, corresponding to concave and vanishing passive volumes, respectively.


Fig. 4: Geometric toy model for the ratchet of fig. 1. (a) ABPs are emitted with random orientation from random positions on the circumference of the passive region. Those traveling to the left (red disk sectors) or right (blue disk sector) contribute to the horizontal current (2). The remaining ones contribute to the vanishing current in the vertical direction. (b) The probabilities for transitions depicted in (a).

The actual reorientation of the ABP is then much less efficient than assumed by the stylized model, so that the comparison further corroborates the primary role played by the optimized destruction of the particle polarization in the passive region, for the rectificaton efficiency of the ratchet.

An iterative evaluation of the toy model provides further insight into the role played by the active channels separating the passive image regions. One can find the distribution of positions where the uniformly distributed ABP ensemble leaving the active-passive boundary will become trapped on the boundary again. The resulting position distribution can be used as the initial condition for the next step, again assuming uniformly distributed orientations, for simplicity. After many iterations of this procedure, the position distribution no longer changes and one can consider it as an approximate stationary position distribution of the ABP. The resulting stationary distribution is similar to that obtained from the Brownian dynamics simulations, depicted in fig. 1. It exhibits a maximum in the indentation pocket of the passive region and, for $\delta_{x}=\delta_{y}=0$, also at the reverse indentations connecting the passive region with its periodic images. These particle accumulations would leak out into the horizontal active channels to constitute the ratchet current, for any $\delta_{y}>0$.

Let us finally return to the similarities and differences between our toy model and gases in similar geometries. Dense gases or fluids, in which frequent mutual particle collisions can be relied on for establishing local equilibrium, should not exhibit ratcheting in spatially periodic setups, like ours. But in so-called rarefied or Knudsen [29] gases, without an efficient local equilibration mechanism, particles move ballistically in the space between boundaries, similarly as ABPs in the active region of our geometric toy model, so that the analysis of transport largely boils down to the problem of boundary conditions. This is then a more subtle issue $[30,37,38]$ deserving further study.

Conclusion. - Spatially inhomogeneous activity profiles can be used to sort active Brownian particles according to their orientations [26-28]. In one spatial dimension, the requirements for the overall system's polarization to vanish, together with particle conservation, prevent ratcheting in time-constant spatially periodic activity landscapes. In two and more dimensions, such active ratcheting is possible. We analyzed a proof-of-principle realization of a wedge-shaped two-dimensional autonomous force-free active Brownian ratchet. It demonstrates that active ratcheting does not require a dynamic activity profile nor help from potential forces or walls.

Our study can be generalized in several ways. For example, it seems worthwhile to find out whether the wedgeshaped ratchet design maximizes the current or can be surpassed by more optimized geometries. One can also study how the ratcheting current would change in activity profiles moving with a constant velocity or in the presence of an external force interfering with the ratcheting. Another potentially interesting extension could be to ABPs with translational and/or orientational inertia [39]. And, eventually, it would be intriguing if the ratcheting currents in rarefied gases, hinted at by our toy model, could be experimentally demonstrated.
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